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## Theorem
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## Sketch of the proof

- Clearly, $\left\{g^{i} x^{j} \mid i \in \mathbb{Z}, j=0,1\right\}$ is a basis of $k \mathbb{D}_{\infty}$. Denote its dual basis by $f_{i, j}$.
- Construct:

$$
\begin{aligned}
& E:=\sum_{i \in \mathbb{Z}} i\left(f_{i, 0}+f_{i, 1}\right), \\
& \Phi_{\lambda}:=\sum_{i \in \mathbb{Z}} \lambda^{i}\left(f_{i, 0}+f_{i, 1}\right), \\
& \Psi_{\lambda}:=\sum_{i \in \mathbb{Z}} \lambda^{i}\left(f_{i, 0}-f_{i, 1}\right)
\end{aligned}
$$

for $\lambda \in \mathbb{k}^{\times}$.

## Sketch of the proof

- Key: As an algebra, $\left(k D_{\infty}\right)^{\circ}$ is generated by $E, \Phi_{\lambda}$ and $\psi_{\lambda}$. To prove this, we need The Identity we proved before.
- Define a map
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## Sketch of the proof

- Key: As an algebra, $\left(k \mathbb{D}_{\infty}\right)^{\circ}$ is generated by $E, \Phi_{\lambda}$ and $\Psi_{\lambda}$. To prove this, we need The Identity we proved before.
- Define a map

$$
\Theta: \mathbb{k}_{\infty^{\circ}} \rightarrow\left(\mathbb{k} \mathbb{D}_{\infty}\right)^{\circ}, \quad F \mapsto E, \phi_{\lambda} \mapsto \Phi_{\lambda}, \psi_{\lambda} \mapsto \Psi_{\lambda}, \quad\left(\lambda \in \mathbb{k}^{\times}\right)
$$

which gives the desired isomorphism.

## Remarks

- The connected component (Montgomery-Radford's sense) containing 1 is the Hopf subalgebra generated by $E, \Psi_{1}$ which can be described as follows

$$
\begin{aligned}
& E \psi_{1}=\psi_{1} E, \quad \psi_{1}^{2}=1 \\
& \Delta(E)=E \otimes 1+\psi_{1} \otimes E, \quad \Delta\left(\psi_{1}\right)=\psi_{1} \otimes \psi_{1} .
\end{aligned}
$$

- This verifies the infinite-dimensional case of the theorem of Larson-Radford. In our subsequent computations, we will find that the infinite-dimensional analogue of Larson-Radford's theorem is not always true.
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- This verifies the infinite-dimensional case of the theorem of Larson-Radford. In our subsequent computations, we will
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## Remarks

- The connected component (Montgomery-Radford's sense) containing 1 is the Hopf subalgebra generated by $E, \Psi_{1}$ which can be described as follows

$$
\begin{aligned}
& E \Psi_{1}=\Psi_{1} E, \quad \Psi_{1}^{2}=1 \\
& \Delta(E)=E \otimes 1+\Psi_{1} \otimes E, \quad \Delta\left(\Psi_{1}\right)=\Psi_{1} \otimes \Psi_{1}
\end{aligned}
$$

- This verifies the infinite-dimensional case of the theorem of Larson-Radford. In our subsequent computations, we will find that the infinite-dimensional analogue of Larson-Radford's theorem is not always true.
- Thanks for your attention!

