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1. Introduction

Cellular algebras have recently been introduced by Graham and Lehrer [5, 6] as

a convenient axiomatization of all of the following algebras, each of them containing

information on certain classical algebraic or finite groups: group algebras of

symmetric groups in any characteristic, Hecke algebras of type A or B (or more

generally, Ariki Koike algebras), Brauer algebras, Temperley–Lieb algebras,

(q-)Schur algebras, and so on. The problem of determining a parameter set for, or

even constructing bases of simple modules, is in this way reduced (but of course not

solved in general) to questions of linear algebra.

The present paper has two aims. First, we make explicit an inductive construction

of cellular algebras which has as input data of linear algebra, and which in fact

produces all cellular algebras (but no other ones). This is what we call ‘ inflation’. This

construction also exhibits close relations between several of the above algebras, as can

be seen from the computations in [6]. Among the consequences of the construction

is a natural way of generalizing Hochschild cohomology. Another consequence is the

construction of certain idempotents which is used in the second part of the paper.

The second aim is to study Morita equivalences of cellular algebras. Since the

input of many of the constructions of representation theory of finite-dimensional

algebras is a basic algebra, it is useful to know whether any finite-dimensional cellular

algebra is Morita equivalent to a basic one by a Morita equivalence that preserves the

cellular structure. It turns out that the answer is ‘yes ’ if the underlying field has

characteristic other than 2. However, there are counterexamples in the case of

characteristic 2, or more generally for any ring in which 2 is not invertible. This also

tells us that the notion of ‘cellular ’ cannot be defined only in terms of the module

category. However, in any characteristic we find some useful Morita equivalences

which are compatible with cellular structures.

In more detail, the contents of this paper are as follows. In Section 2 we recall two

equivalent definitions of ‘cellular ’. In Section 3 we define inflations, and in Section 4

we explain how to produce cellular algebras by inflations. Section 5 illustrates this

construction by examples from [6]. In Section 6 we look at Morita equivalences which

are compatible with given involutory anti-automorphisms, and we prove some
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technical results about the existence of such Morita equivalences. In particular,

Proposition 6.10 gives a sufficient criterion for a Morita equivalence to send a cell

ideal to a cell ideal. More convenient for practical purposes is another sufficient

criterion, given in Corollary 6.12. In Sections 7 and 8 we answer the question of

whether any cellular algebra is Morita equivalent to a basic one in a way that

preserves the cellular structure. Section 7 is negative: it contains our counterexample

in the case of characteristic 2 and also an example of a full matric algebra which

is not cellular with respect to a certain involution. Section 8 is positive; here we give

the main result in the case of characteristic other than 2 (using the techniques

developed in Section 6). Among the consequences of the main result is that, over fields

of characteristic different from 2, any endomorphism ring of a projective module

over a cellular algebra inherits the cellular structure of the algebra. Moreover, the

maximal semisimple quotient of a cellular algebra always inherits the cellular

structure (in any characteristic).

2. Definitions

Here we recall the original definition (due to Graham and Lehrer) and our

equivalent definition [8], which we are going to use later on.

In the following, by ‘an A-module ’ we mean a finitely generated A-module. By

‘A®mod’ or ‘mod®A ’ we denote the category of finitely generated left or right A-

modules, respectively.

The definition given by Graham and Lehrer is as follows.

D 2.1 (Graham and Lehrer [6]). Let R be a Noetherian commutative

integral domain. An associative R-algebra A is called a cellular algebra with cell

datum (I,M,C, i) if the following conditions are satisfied:

(1) The finite set I is partially ordered. Associated with each λ ` I there is a finite

set M(λ). The algebra A has an R-basis C λ

S,T
where (S,T ) runs through all elements

of M(λ)¬M(λ) for all λ ` I.

(2) The map i is an R-linear anti-automorphism of A which satisfies i#¯ id and

which sends C λ

S,T
to C λ

T,S
.

(3) For each λ ` I and S,T `M(λ) and each a `A the product aC λ

S,T
can be written

as (3
U`M(λ)

r
a
(U,S )C λ

U,T
)­r« where r« is a linear combination of basis elements with

upper index µ strictly smaller than λ, and where the coefficients r
a
(U,S ) `R do not

depend on T.

In the following, we call the basis ²C λ

S,T
´ a cellular basis for the cellular algebra A,

and an R-linear anti-automorphism i of A with i#¯ id an in�olution. By J%λ (or J!λ,

respectively) we denote the ideal of A which has as R-basis all C µ

S,T
with µ% λ (or with

µ! λ).

An equivalent definition which does not use bases is as follows.

D 2.2. [8]. Let A be an algebra over a Noetherian commutative

integral domain R. Assume there is an involution i on A. A two-sided ideal J in A is

called a cell ideal if and only if i(J )¯ J and there exists a left ideal ∆Z J such that

∆ is finitely generated and free over R and there is an isomorphism of A-bimodules

α :JD∆C
R
i(∆) (where i(∆)Z J is the i-image of ∆) making the following diagram

commutative.
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J

J

i xCy * i (y)Ci (x)

DCRi(D)

DCRi(D)

α

α

The algebra A (with the involution i) is called cellular if and only if there is an R-

module decomposition A¯ J !

"
G J !

#
G…G J!

n
(for some n) with i(J !

j
)¯ J !

j
for each j

and such that setting J
j
¯Gj

l="
J !

l
gives a chain of two-sided ideals of A :

0¯ J
!
Z J

"
Z J

#
Z…Z J

n
¯A (each of them fixed by i) and for each j ( j¯ 1,… , n)

the quotient J !
j
¯ J

j
}J

j−"
is a cell ideal (with respect to the involution induced by i on

the quotient) of A}J
j−"

.

Clearly, the left ideal ∆ in the definition can be replaced by any left module ∆.

Then i(∆) has to be understood as the right module corresponding to ∆ under the

antiequivalence A®modMNmod®A defined by i.

3. Inflations

In this section we define inflations. In the next section we will show that this

construction, if applied inductively to finitely many copies of the ground ring R,

produces precisely all cellular algebras over R. For some examples discussed in [6] our

construction (but not our result) is already implicit in the computations in [6], as we

will make clear later on by discussing some of these examples. Throughout, the

ground ring R is a Noetherian commutative integral domain.

The inductive construction will have two ingredients. Firstly, inflating an R-

algebra (which for the construction is just R itself) along a free R-module of finite

rank produces another R-algebra (possibly without unit). Secondly, inflating a

cellular algebra along another one, which has been produced in step 1, gives

another cellular algebra (larger than the one we started with).

3.1. Inflating algebras along free R-modules

We note that in the special case of Brauer’s algebras, the following construction of the

‘sections’ of a cellular algebra has already been discovered by Hanlon and Wales [7]

(before cellular algebras were defined).

Given an R-algebra B, a finitely generated free R-module V, and a bilinear form

} :VC
R
VMNB with values in B, we define an associative algebra (possibly without

unit) A(B,V,}) as follows: as an R-module, A equals VC
R
VC

R
B. The

multiplication is defined on basis elements as follows:

(aC bCx)[(cC dC y)B aC dCx}(b, c) y.

We need an additional property, namely an involution on A : assume that there is

an involution i on B. Assume, moreover, that } satisfies i(}(�,w))¯}(w, �). Then we

can define an involution j on A by putting j(aC bCx)¯ bC aC i(x).

P 3.1. This definition makes A into an associati�e R-algebra (possibly

without unit), and j is an in�olutory anti-automorphism of A.
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Proof. By the associativity of multiplication in B,

((aC bCx) (cC dC y)) (eC fC z)¯ (aC dCx}(b, c) y) (eC fC z)

¯ aC fCx}(b, c) y}(d, e) z

equals

(aC bCx) ((cC dC y) (eC fC z))¯ (aC bCx) (cC fC y}(d, e) z)

¯ aC fCx}(b, c) y}(d, e) z.

Hence the multiplication we defined on A is associative. Clearly, the left and right R-

actions coincide. Similar computations show that j is an involutory anti-

automorphism. *

If V has rank 1 and the image of } contains the unit element of B, then A is

clearly isomorphic to B. Otherwise, A need not have a unit element, but it may

contain idempotents (see below).

We will use this construction in particular in the case where B is just R itself.

3.2. Inflating an algebra along another one

Suppose we are given an algebra B (maybe without unit) and an algebra C (with unit).

We want to define an algebra structure on ABBGC which extends the given

structures and which makes B into a two-sided ideal such that A}B becomes

isomorphic to C. Multiplication is defined by fixing the eight summands of a

multiplication map (BGC )C
R
(BGC )MN (BGC ). In order to make B into an

ideal we put the summands BC
R
BMNC, CC

R
BMNC and BC

R
CMNC all to

zero. The summands CC
R
CMNC and BC

R
BMNB are defined to be the given

multiplications on C and B, respectively. Thus we have to choose three bilinear maps

δ :CC
R
CMNB, β :BC

R
CMNB and γ :CC

R
BMNB. Then multiplication in A is

defined by (b
"
­c

"
) (b

#
­c

#
)¯ b

"
b
#
­β(b

"
, c

#
)­γ(c

"
, b

#
)­δ(c

"
, c

#
)­c

"
c
#
.

P 3.2. This multiplication is associati�e if and only if the following

conditions are satisfied:

(1) The map β is a homomorphism of left B-modules.

(2) The map γ is a homomorphism of right B-modules.

(3) For all b in B and c
"
, c

#
in C there is an equality β(β(b, c

"
), c

#
)¯bδ(c

"
, c

#
)­

β(b, c
"
c
#
).

(4) For all b in B and c
"
, c

#
in C there is an equality γ(c

"
, γ(c

#
, b))¯ γ(c

"
c
#
, b)­

δ(c
"
, c

#
) b.

(5) For all c
"
, c

#
, c

$
in C there is an equality δ(c

"
c
#
, c

$
)­

β(δ(c
"
, c

#
), c

$
)¯ δ(c

"
, c

#
c
$
)­γ(c

"
, δ(c

#
, c

$
)).

(6) For all b
"
, b

#
in B and c in C there is an equality β(b

"
, c) b

#
¯ b

"
γ(c, b

#
).

(7) For all c
"
, c

#
in C and b in B there is an equality β(γ(c

"
, b), c

#
)¯ γ(c

"
, β(b, c

#
)).

Proof. The proof is, of course, obtained by direct computation. *

We need another condition in order to make sure that A has a unit element which

is mapped to the unit element 1(C ) of C by the quotient homomorphism.

P 3.3. There exists an element b in B such that b­1(C ) is a unit

element in A if and only if b satisfies the following two equations.
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(1) For all c in C there is an equality δ(1, c)­β(b, c)¯ 0¯ δ(c, 1)­γ(c, b).

(2) For all c in B there are equalities (b®1) d¯ γ(1, d ) and d(b®1)¯ β(d, 1).

Proof. Of course b­1(C ) is a unit element in A if and only if for all d­c with

d in B and c in C there are equalities (b­1(C )) (d­c)¯ d­c¯ (d­c) (b­1(C )).

Plugging in d¯ 0 gives β(b, c)­δ(1, c)¯ 0 and also δ(c, 1)­γ(c, b)¯ 0, which is

Condition (1). Using Condition (1), the above equalities imply Condition (2).

Conversely, Conditions (1) and (2) imply that b­1(C ) is a (hence the) unit

element of A. *

3.3. Inflations

In order to produce cellular algebras we need additional assumptions, which we

introduce now.

A 3.4. Let C be any algebra and let B be an algebra of the form

VCVCR produced in step 1 of the construction. Let A¯CGB be as in step

2. In order to make B into a cell ideal we require the following two conditions.

(1) For any c `C and aC bC r `B, the product γ(c, aC bC r) lies in VC bCR,

that is, it is a linear combination of basis elements of the form a«C bC 1 (with fixed

b at the second place).

(2) Dually for any c `C and aC bC r `B, the product β(aC bC r, c) lies in

aCVCR.

If this condition is satisfied, then we call A an inflation of C along B. Moreover,

the result of iterated application of this construction will also be called an inflation

(or, more precisely, an iterated inflation).

P 3.5. An inflation of a cellular algebra is cellular again. In particular,

an iterated inflation of n copies of R is cellular, with a cell chain of length n.

More precisely, the second statement has the following meaning. Start with C a

full matrix ring over R and B an inflation of R along a free R-module. Form an

inflation A. Then choose another B which is R inflated along some free R-module, and

form a new A which is an inflation of the old A along the new B, and so on. Then after

n steps we have produced a cellular algebra A with a cell chain of length n.

The proposition remains valid if, more generally, one chooses for B any cellular

algebra such that a modified condition (C) is satisfied. Here, the multiplicative

structure of C must be assumed to preserve the given cell chain of B. More precisely,

the ideals in the given cell chain must be ideals in C as well, and the sections of the

chain must satisfy the defining condition of a cell ideal. This is by the modified version

of conditions 3.4 (1) and (2), whose formulation we skip. In this case, we will call C

an inflation of B. By iterating this construction we always produce iterated inflations

of cellular algebras, and such an iterated inflation is then again cellular.

4. Cellular algebras are inflations

In this section we first show that the class of cellular R-algebras is precisely the

closure of the set ²R´ under inflation, that is, an R-algebra is cellular if and only if it

can be produced by iterated inflations of copies of R. Then we look at the two special

cases of finite-dimensional algebras, and of orders, and re-prove the result in a more

explicit way which will be used for applications later on. In the second subsection we
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discuss a generalization of Hochschild cohomology which appears in this con-

struction.

4.1. The main result

T 4.1. Any cellular algebra o�er R is the iterated inflation of finitely many

copies of R. Con�ersely, any iterated inflation of finitely many copies of R is cellular.

Proof. First we note that a cell ideal J, regarded as an algebra (possibly without

unit), is always an inflation of the ground ring R. In fact, the structural definition of

‘cell ideal ’ implies commutativity of the following diagram.

J

xCy         xy

DCRi(D)CR DCRi(D)

α

αCα
JCR J

DCRi(D)

uCvCwCz         uvwz

Since α is an isomorphism of bimodules, and since multiplication in J can be seen

both as a left and as a right homomorphism, the product u�wz must be a scalar

multiple of uC z. That is, there is a bilinear form } :∆C i(∆)MNR such that u�wz

equals }(�,w) uC z. Hence, by identifying J with VCVCR for a free R-module V

having the same R-rank as ∆ and as i(∆), we can write J as an inflation.

We note that this statement is already implicit in [6], where the form } is denoted

by Φ.

To prove the first statement we proceed by induction on the length of the cell

chain. By Proposition 3.4 of [8], a cellular R-algebra A which is a cell ideal in itself

is just a full matrix ring over R, say of size n¬n. Choose V to be a free R-module of

rank n which we identify with ∆¯Ae (where e is any primitive idempotent). We

identify the second copy of V with i(∆)¯ i(e)A, and we identify i(e)Ae with R. Using

the above observation we can rewrite matrix multiplication AC
R

MNA as

AC
R

AD (AeC
R
i(e)A)C

R
(AeC

R
i(e)A)

MN AeC
R
i(e)AeC

R
i(e)ADAeC

R
i(e)ADA

where all maps are bimodule homomorphisms. As observed above, this provides us

with a bilinear form } :VC
R
VMNR and shows how to write A as inflation of R

along V. Note that the isomorphisms occurring in our rewriting of matrix

multiplication go into the definition of }.

Now we assume that A is cellular and has a cell chain of length greater than 1.

We fix a cell ideal J. By induction, the quotient algebra BBA}J is an iterated

inflation of copies of R. We have to show the following two assertions: (1) the cell

ideal J (with multiplication as in A) is an inflation of R if considered as an algebra

(without unit), and (2) the algebra A is an inflation of B along J.

Let us prove (1) first. We write J as ∆C
R
i(∆). Choose V¯∆ as an R-module.

Since (uC �)¬(xC y) is a scalar multiple of uC y, multiplication inside J is governed

by a bilinear form } : i(∆)C∆MNR (this is the form Φ of [6]) ; hence J can be written

as an inflation.

In order to prove (2) we use the isomorphism JD∆C
R
i(∆) and the fact that J is

an ideal.
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This finishes the proof of the first statement of the theorem. The second statement

is actually Proposition 3.5. *

Now we re-prove the theorem in the two most important special cases, namely

finite-dimensional algebras over a field, and orders. This gives us more explicit

information (to be used later on) about the process of inflation. Let Λ be either a

finite-dimensional algebra over a field k or an order over a commutative Noetherian

integral domain k. Then Λ is cellular with a cell chain of length n if and only if it is

the cellular inflation of n copies of k.

The first case we deal with is that of k being a field and Λ being a finite-dimensional

cellular k-algebra. Fix a cell chain 0¯ J
!
Z J¯ J

"
Z…Z J

n
¯Λ. We proceed by

induction on the length n of the cell chain. If n is 1, then Λ is a full matrix ring itself,

and we copy the above argument. Thus we may assume that n is bigger than 1.

Hence, by induction, Λ}J is the cellular inflation of n®1 copies of k. We put

CBΛ}J. By definition, the cell ideal JD∆C
k
i(∆) has quadratic dimension, say m#.

Thus we can try to put BBM
m
(k), a full matrix ring. This clearly describes the

additive structure of J. However, we have to change the multiplicative structure. For

this, we have to distinguish two subcases. Since k is a field, Proposition 4.1 of [8] tells

us that either J # equals zero, or J is a heredity ideal.

Suppose first that J # equals zero. Then we put V¯km and write B as an inflation

VC
k
VC

k
k of the field k along the vector space V, where the bilinear form

} :VC
k
VMNk is just zero. This gives the correct multiplicative structure on B¯ J.

Since J # equals zero, the left and right Λ-module structure on J factor via the quotient

algebra C¯Λ}J. Thus we can define the inflation of C along B in the following way.

For β and γ we choose the right and left C-module structures on B. For δ we choose

the Hochschild two-cocycle defining the extension JZΛMNC. It remains to verify

that all the above axioms are satisfied, which is easy.

Now we consider the second subcase: J is a heredity ideal. This means that there

is a primitive idempotent e in Λ such that J is generated by e as a two-sided ideal. In

particular, J # equals J. Moreover, the endomorphism ring eΛe equals k, and

multiplication in Λ provides an isomorphism of left and right Λ-modules

ΛeC
k
eΛD J. Here, again, we put V¯km and write B as inflation VC

k
VCk. How-

ever, now the bilinear form } is obtained in the following way. We identify the first

copy of V with Λe, the second one with i(e)Λ and k with i(e)Λe (note that i(e) is

equivalent to e by [8, Proposition 5.1] ; hence i(e)Ae has the same k-dimension as eAe

which equals k). As in the case of a full matrix ring we rewrite multiplication (using

the definition of a cell ideal) as JC
k
JD (AeC

k
i(e)A)C

k
(AeC

k
i(e)A)MN

AeC
k
i(e)AeC

k
i(e)ADAeC

k
i(e)AD J. As before, this defines the bilinear form }

and shows how to write J as an inflation of k along V.

In order to define δ, β and γ, we write Λ as a k-direct sum JG (Λ}J ). The choices

of the bilinear maps will depend on the choice of this direct sum decomposition. In

fact, multiplication in Λ can now be written uniquely as (b
"
­c

"
) (b

#
­c

#
)¯

b
"
b
#
­b

"
c
#
­c

"
b
#
­c

"
c
#
. The first term on the right-hand side is the multiplication

inside J (as controlled by }). The second term defines β, the third term defines

γ, and the difference c
"
c
#
®c

"
a c

#
, where a is the product taken in the quotient

algebra C, defines δ. Again it is easy to check the axioms. We note that in this

case, δ is not a Hochschild cocycle, and β and γ are not module actions.

Now we come to the second case of Λ being an order over R. Put K¯ frac (R).

Here this means that the K-algebra A¯KC
R
Λ is a direct product of finitely many
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full matrix rings over K. Moreover, Λ contains a K-basis of A. Fix a cell chain

J
!
¯ 0Z J¯ J

"
Z…Z J

n
¯Λ of Λ. First we notice that by extending scalars we get

a cell chain 0ZKC
R
J
"
Z…ZKC

R
Λ¯A of the algebra A. However, a semisimple

algebra does not contain any nilpotent ideal ; hence the cell chain of A must be a

heredity chain. Thus each ideal J
i
contains an element e

i
in the K-span, of which there

is an idempotent in A which becomes primitive after factoring out J
i−"

.

If n equals one, then [8, Proposition 3.4] implies that Λ is isomorphic to a full

matrix ring over R. Thus we may suppose that n is bigger than 1, and by induction

we know already that Λ}J is an inflation of full matrix rings. As we have seen above,

we can write KC
R
J (which is a heredity ideal in A) as an inflation VC

K
VC

K
K,

where the first copy of V is Ae, the second one is i(e)A, and K is the endomorphism

ring eAe which, again, can be identified with i(e)Ae. This provides us with a bilinear

map } describing the multiplication inside KC
R
J. Restricting to Λ we get the

multiplicative structure of J as an inflation, since AefΛ and i(e)AfΛ both are R-

free of the same rank and since the isomorphism (AefΛ)C
R
(i(e)AfΛ)MN J is the

restriction of the isomorphism AeC
K

i(e)AMNKC
R
J. In order to get δ, β and γ, we

again use the above description of A as inflation, and then restrict to Λ. It is clear that

the axioms are satisfied.

4.2. A generalization of Hochschild cohomology

Let A be a finite-dimensional cellular algebra. As we have seen above, there are two

kinds of ideals occurring in any cell chain of A, distinguished by the bilinear form }

being either zero or non-zero respectively. In the first case the data defining A as an

extension are just the usual data of second Hochschild cohomology, as we will show

now. In the second case, however, the situation is rather different. This means that

inflation can be seen as a proper generalization of Hochschild extension.

P 4.2. Suppose that β and γ are module actions, that is, J #¯ 0. Then

δ is a Hochschild 2-cocycle, and, con�ersely, any such cocycle which is i-stable can be

used for defining δ.

Proof. One condition on δ is in axiom (5) (in Proposition 3.2). In the case of β

and γ being right and left module actions (respectively) of C on B, this condition is

equivalent to saying that for all c
"
, c

#
, c

$
in C, there is an equality

δ(c
"
c
#
, c

$
)­δ(c

"
, c

#
) c

$
¯ δ(c

"
, c

#
c
$
)­c

"
δ(c

#
, c

$
), which is precisely the condition for δ

being a Hochschild cocycle in H #(C,B). Thus it remains to show that the other two

conditions (3) and (4) which involve δ become empty in the case of β and γ being

module actions. It is enough to look at (3) : if β is a module action, this reduces to

(bc
"
) c

#
¯ bδ(c

"
, c

#
)­b(c

"
c
#
) which is satisfied because J #¯ 0 (which implies that

bδ(c
"
, c

#
)¯ 0). *

If A is finite-dimensional and each ideal in a cell chain is generated by an

idempotent, then A is in fact a quasi-hereditary algebra. Conversely, any quasi-

hereditary algebra admitting an involution which fixes the ideals in a heredity chain

is cellular. In this way, inflation provides us with a new inductive construction of these

quasi-hereditary algebras which is different from the two previously known (more

general) constructions in [10] and in [4].
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5. Examples

The inflation construction does not require copies of the ground ring R as input.

In fact, we have seen that by inflating any cellular algebra one gets another cellular

algebra. Some of the examples discussed in [6] are indeed related in this way. As we

will see now, Brauer algebras are inflations of group algebras of symmetric groups.

Temperley–Lieb algebras and Jones’ annular algebras are inflations of local cellular

algebras. These statements are already implicit in [6].

The main examples are Brauer algebras. We closely follow the notation used in [6].

We do not repeat the results of [6] ; instead, we just give a list of references to

statements in [6] which together show how to write Brauer algebras as iterated

inflations. Recall that the Brauer algebra (for a fixed n) has a basis consisting of

diagrams. Each diagram D consists of n strings. Some of these strings, say t(D) of

them, connect the top of the diagram with the bottom, whereas the others go from

top to top or from bottom to bottom, that is, they define two involutions (called

‘annular involutions’), say S
"
(D) and S

#
(D), on the top and on the bottom line,

respectively. The natural number t(D) here runs through n, n®2, n®4,… .

C 5.1. The Brauer algebra A is an iterated inflation of the group

algebras (o�er the same field ) of the symmetric groups 3
n
,3

n−#
,… (with 3

n
as top

ingredient of the construction). More precisely, A admits a chain of two-sided ideals

0Z…Z J
n−#

Z J
n
¯A such that each subquotient J

l
}J

l−#
is a (one-step) inflation of the

group algebra of 3
l
(where in the case of n being e�en, the bottom section J

!
is an inflation

of the ground field ). Also, this chain of two-sided ideals can be refined to a cell chain of

A by taking preimages of cell chains in the inflations of the sections.

Proof. We indicate how to prove this corollary by suitable quotations from [6].

First, [6, 4.4] states that the Brauer algebra A has a basis of the form aC bC c, where

c runs through bases of the above group algebras of symmetric groups (where

permutations are realized by strings from top to bottom) and a and b correspond to

the above elements S
"
(D) and S

#
(D), that is, they run through a basis of a vector space

which depends on t(D) only. In fact, the basis of this vector space is the ‘annular

involutions’, that is, its dimension is the number of possibilities for connecting

n®t(D) out of n vertices (say in the top line) by (n®t(D))}2 edges. A multiplication

rule for such basis elements is given in [6, 4.7]. If both factors in a product

(aC bC c)¬(dC eC f ) are in the same section, then the argument following [6,

4.10.1] (together with a dual argument) shows that the product is a scalar multiple of

a basis element gC hC i in the same section, and the scalar is given explicitly as the

value of a certain bilinear form. Since the group algebra of the symmetric group is

cellular, and hence an iterated inflation of copies of the ground field, we can refine this

chain of ideals to a cell chain where each section is an inflation of the ground field

along a finite-dimensional vector space. (The multiplication rule [6, 4.7] then ensures

that this chain consists of two-sided ideals in the Brauer algebra.) A section of the

refined chain is a section of the cell chain of the group algebras of symmetric groups

tensored with one of the above vector spaces (given by ‘annular involutions’).

Therefore, the Brauer algebra is an iterated inflation. *

In [6] it is also shown how to view the Temperley–Lieb algebra and Jones’ annular

algebra as subalgebras of the Brauer algebra. Both subalgebras have bases consisting
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of diagrams of a special shape. Thus restricting the above arguments shows that both

of these algebras are, again, inflations. The inputs are now copies of the field for the

Temperley–Lieb algebra, copies of the group algebra of the cyclic group of order 2

for the covering of the Temperley–Lieb algebra, and several group algebras of cyclic

groups (of varying size) for the Jones annular algebra. All the details can be found

in [6, Chapter 6].

6. Morita equi�alences: technical tools

In this section we recall briefly the basic facts on the Morita equivalence of two

algebras, which can be found in the usual algebra textbooks (see, for example, [1, 2]

or the original article [9]). Then we study Morita equivalences of cellular algebras,

and obtain several technical tools to be applied later on.

Let A and B be two algebras (necessarily with unit elements). then A and B are

said to be Morita equivalent if the module categories of A and B are equivalent : there

are two functors F :A®modMNB®mod and G :B®modMNA®mod such that

FGF 1
B−mod

and GFF 1
A−mod

.

The following characterization of Morita equivalences is well-known.

T 6.1. Let A and B be two algebras. Then the following statements are

equi�alent.

(1) A and B are Morita equi�alent, and the equi�alence is gi�en by functors F and

G as abo�e.

(2) There are two bimodules
A
P
B

and
B
Q

A
and a pair of surjecti�e bimodule

homomorphisms

θ :PC
B
QMNA and φ :QC

A
PMNB

such that for x, y `P and f, g `Q,

θ(x, f ) y¯xφ( f, y) and fθ(x, g)¯φ( f,x) g.

In this case, there are isomorphisms

(i) FFQC
A
®FHom

A
(P,®) ;

(ii) GFPC
B
®FHom

B
(Q,®) ;

(iii) AFEnd (P
B
) and BDEnd (

A
P).

If two algebras are Morita equivalent, then the lattices of ideals are isomorphic as

follows.

P 6.2. Suppose that A and B are Morita equi�alent �ia the equi�a-

lence F :A®modMNB®mod. Then the lattice of all (two-sided ) ideals in A and

the lattice of ideals in B are isomorphic �ia IMNΦ(I ), where Φ(I ) is defined to be the

left annihilator of F(A}I ) in B. Moreo�er, for each ideal I in A, the two algebras A}I

and B}Φ(I ) are Morita equi�alent.

R. The correspondence in the above proposition can be described by

using the bimodules P and Q as follows. The ideal I in A corresponds to Φ(I ) in B

if and only if IP¯PΦ(I ) if and only if QI¯Φ(I )Q.
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This shows also that Φ(I )¯φ(QIC
A
P) and I¯ θ(PΦ(I )C

B
Q). We refer to

[2, Chapter 2] for a proof.

R. The definition of cellular algebras involves vector space

decompositions of the form J
#
¯ J

"
G J !

#
where J

#
and J

"
are two-sided ideals and

J
#
}J

"
is a bimodule, but J !

#
is just a vector space. In order to carry over such a

decomposition from an algebra to a Morita equivalent algebra we use the possibility

to write each Morita equivalence (between finite-dimensional algebras) as a product

of Morita equivalences of the following special types. Automorphisms of an algebra,

replacing A by the algebra of n¬n-matrices over A and then multiplying with an

idempotent e¯ e#. In each case the above correspondence of two-sided ideals in A and

in B has an obvious explicit description which can also be used for choosing vector

space complements in a chain of ideals. For example, in the case of multiplication by

an idempotent e, which is exact, the short exact sequence 0MN J
"
MN J

#
MN J§

MN 0 (where J§ is the isomorphic image of J « under the quotient map) is sent

to the short exact sequence 0MN eJ
"
eMN eJ

#
eMN eJ§eMN 0. Since multi-

plication by e commutes with the quotient map from J
#
to J§ we get that eJ§e is the

image of eJ «e under the quotient map whose restriction to J « is injective. Thus eJ «e
and eJ§e are isomorphic vector spaces. Since eJ

#
e is contained in eJ

"
e­eJ «e, and the

dimensions add up in the correct way, we conclude that there is a decomposition of

vector spaces eJ
#
e¯ eJ

"
eG eJ «e.

For a left A-module M, we denote by l
A
(M ) the set ²a `A r am¯ 0 for all m `M ´,

the left annihilator of M in A. If there is no confusion, we denote also by l
A
(M ) the

right annihilator of a right A-module M
A
.

L 6.3. If M and N are two isomorphic modules, then l
A
(M )¯ l

A
(N ).

Suppose that A and B are Morita equivalent. Then, by Theorem 6.1, we may

identify B with End (
A
P). Furthermore, we have the following proposition.

P 6.4. For any A-module X, l
B
(FX )¯ l

B
(F(A}l

A
(X ))).

Proof. First we show that l
B
(FX )X l

B
(F}l

A
(X ))). Pick an element

b `B¯End (
A
P) with bf¯ 0 for all f `Hom

A
(P,X )¯FX. Since the A-module X is a

faithful A}l
A
(X )-module, there exists an injective A}l

A
(X )-homomorphism µ :

A}l
A
(X )MNXn. (This is also an A-homomorphism.) If g :PMNA}l

A
(X ) is an A-

homomorphism, then bgµ¯ 0. Thus bg¯ 0 since µ is injective. This implies that

b ` l
B
(F(A}l

A
(X ))).

Conversely, if b ` l
B
(F(A}l

A
(X ))) then bf¯ 0 for any f :PMNA}l

A
(X ). Since X is

also a module over A}l
A
(X ), there is a surjective A}l

A
(X )-homomorphism

π : (A}l
A
(X ))n MNX. This is also an A-homomorphism. Now we take an A-

homomorphism g :PMNX. As
A
P by assumption is projective as an A-module, there

exists a homomorphism g« :
A
PMN (A}l

A
(X ))n of A-modules such that g¯ g«π. Thus

bg¯ bg«π¯ 0[π¯ 0 and b ` l
B
(FX ). This finishes the proof. *

C 6.5. Suppose X and Y are two A-modules. If l
A
(X )¯ l

A
(Y ), then

l
B
(FX )¯ l

B
(FY ).
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As a cellular algebra involves an involution (that is, a k-linear anti-

automorphism), we also need to consider the behaviour of the annihilators of

modules under the duality induced by an involution. For each module
A
X, we denote

by i(
A
X ) the right A-module which is induced by i, that is,

i(X )B ²xW rx `X ´ and xW a¯ i l(a)x.

In the following xW will be denoted by i(x) if no confusion can arise.

L 6.6. Let i :A MNA be an in�olution of the algebra A and denote by i also

the induced duality functor from A®mod to mod®A. Then l
A
(i(M ))¯ i(l

A
(M )) for

each left A-module M.

Proof. It is clear that aM¯ 0 if and only if i(M )[i(a)¯ 0. However, the latter

is equivalent to saying that i(a) ` l
A
(i(M )). *

R. If we consider the functor F
"
B®C

A
PFHom

A
(Q

A
,®) from mod-A

to mod-B, then statements similar to 6±4, 6±5 and 6±6 are also true.

Now we look at cellular algebras under Morita equivalences.

As we have seen, the definition of cellular algebras involves an involution. This

involution is not only an additional datum, but also makes the other conditions in the

definition more restrictive and more subtle (see [8]). Hence a natural question arises :

‘how do we impose involutions on the Morita context? ’. One natural way to make

them compatible may be to use the following hypothesis (see also the remarks at the

end of this section).

H 6.7. Let A be a cellular algebra with respect to an involution i, and

B an algebra with an involution i« which is Morita equivalent to A via the mutually

inverse equivalences F and G as in Theorem 6.1.

Our hypothesis is that the following diagram of functors commutes up to natural

isomorphism.

BQCA –

i

A– mod B– mod

mod –A mod –B

i«

–CA PB

That is, i«(QC
A
X )D i(X )C

A
P for all A-modules X, and this isomorphism is natural

in X.

Since PC
B
® and ®C

B
Q are the inverse functors of F¯QC

A
® and

F
"
B®C

A
P respectively, we also have the following natural equivalence:

i(PC
B
Y )D i«(Y )C

B
Q as right A-modules.

A stronger hypothesis (which may be easier to handle in practice) is as follows.

H 6.8. Let A be a cellular algebra with respect to an involution i and

B an algebra with an involution i« which is Morita equivalent to A via the inverse

equivalences F and G as in Theorem 6.1.
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The hypothesis means that the following diagram of functors commutes.

BQCA –

i

A– mod B– mod

mod –A mod –B

i«

–CA PB

That is, i«(QC
A
X )¯ i(X )C

A
P for all A-modules X.

An important special case of Morita equivalences is defined by multiplication with

an idempotent, say e¯ e# `A. Then Hypothesis 6.8 tells us that right multiplication

by e on A goes to left multiplication by i(e) under i. However, the Morita equivalence

sends right multiplication by e to the identity on B¯ eAe which goes to itself under i«.
Hence left multiplication by i(e) must be the identity on B as well. Thus i(e)[e¯ e.

Hence i(e)¯ i(i(e)[e)¯ i(e)[i #(e)¯ e. It is easy to check that, conversely, a Morita

equivalence which is multiplication by e¯ i(e) satisfies Hypothesis 6.8. We have

shown that Proposition 6.9 holds true.

P 6.9. A Morita equi�alence which is multiplication by an idempotent

e satisfies Hypothesis 6.8 if and only if e equals i(e).

This explains why Hypothesis 6.8 is handy for practical considerations. However,

most of our results need only the weaker Hypothesis 6.7.

R. If we are interested in finite-dimensional k-algebras over a field k,

Hypothesis 6.7 is equivalent to the commutativity up to natural isomorphism of the

following diagram of functors (here, we denote by D the usual duality functor

Hom
k
(®,k) and by ε the duality Di from A®mod to itself).

BQCA –

ε

A– mod B– mod

ε« = Di«

BQCA –A– mod B– mod

That is, Di«(QC
A
X )DQC

A
Di(X ) for all A-modules X, and this isomorphism is

natural in X. Of course, a similar assertion is valid for Hypothesis 6.8.

Proof of Proposition 6.9. First we observe that

D(i(X )C
A
P)DHom

k
(i(X )C

A
P,k)DHom

A
(P,Di(X ))DQC

A
Di(X ).

Now, Hypothesis 6.7 implies that Di«(QC
A
X )DD(i(X )C

A
P)DQC

A
Di(X ). The

converse is proved in a similar way. *

From now on, we assume Hypothesis 6.7 to be satisfied. Later on, we will restrict

ourselves to the more special but also more handy situation of Morita equivalences

satisfying Hypothesis 6.8.

Notice that the involutions i and i« also give rise to a new bimodule structure on

the B®A bimodule
B
Q

A
; we denote this new module by Qa B ²qa r q `Q´ and then define

a[qa[b¯ i(b) qi(a) for all a `A, b `B and q `Q. Similarly, we have a new B®A

bimodule Pa .
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As a consequence of Hypothesis 6.7, we have the following corollary.

C 6.10. (1)
A
Qa

B
D

A
P
B

as A®B bimodules.

(2) Pa DQ as B®A bimodules.

(3) QC
A
MDMk C

A
P as A®B bimodules, where M is an A®A bimodule.

Thus we may identify P with Qa and consider the homomorphism φ in Theorem

6.1 as a bimodule homomorphism from QC
A
Qa to B. Let us now compare the i-stable

ideals in A with i«-stable ideals in B. Again, we identify B with End (
A
P).

P 6.11. If J is an ideal in A with i(J )¯ J, then i«(Φ(J ))¯φ(J ).

Proof. It follows from Lemma 6.6 that l
A
((A}J )

A
)¯ J¯ i(J )¯ il

A
(A}J )¯

l
A
(i(

A
(A}J ))). Note that Φ(J )¯ l

B
(F

"
((A}J )

A
)). Hence, again by Lemma 6.6 and

its right-handed version, we have

Φ(J )¯ l
B
(F

"
(A}J ))¯ l

B
(F

"
i(

A
(A}J )))

¯ l
B
(i«F(A}J ))¯ i«(l

B
(F(A}J )))¯ i«(Φ(J )). *

Now we can formulate a sufficient condition for a Morita equivalence to send a

cell ideal to a cell ideal. Technically, this is our main result.

P 6.12. Suppose that 3
j
φ(q

j
, pa

j
)¯ 1

B
for some q

j
, p

j
`Q implies that

3
j
φ(p

j
, qa

j
)¯ 1

B
. If J is a cell ideal in A, then Φ(J ) is a cell ideal in B.

Proof. We use the structural definition of cell ideal to prove this proposition.

Since J is a cell ideal, there is an A-module ∆ and a bimodule isomorphism α such that

the following diagram is commutative :

J

iβD

ADCR i(D)A

α

α

J,ADCR i(D)A

where β∆ denotes the map sending xC i(y) to yC i(x).

Put Γ¯QC
A
∆. Then i«(Γ)D i(∆)C

A
Qa by our Hypothesis 6.7 and by Corollary

6.10. In fact, this isomorphism sends i«(qC δ) to i(δ)C qa for all q `Q and δ `∆. Now

we consider the map

α« : (QC
A
∆)C

R
i«(QC

A
∆)MNΦ(J ), (qC δ)C

R
i«(pCσ)PNφ(q,α(δ, i(σ)) pa ),

and another map
ζ :QC

A
Qa MNQC

A
Qa

which maps qC pa to pC qa for q, p `Q. We can verify that α« and ζ are well-defined.

The condition 3
j
φ(q

j
, pa

j
)¯ 1

B
¯3

j
φ(p

j
, qa

j
) implies that the diagram

QCA Q

f

B

B

i«

φ

QCA Q
φ
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is commutative. In fact, we can write each element b `B in the form

b¯3
j
φ(q

j
, pa

j
b)¯3

j
φ(q

j
, i«(b) p

j
),

and we can also write i«(b) in the similar form

i«(b)¯ i«(b)3
j
φ(p

j
, qa

j
)¯3

j
φ(i«(b) p

j
, qa

j
).

Since Q
A

is a projective right A-module, we can identify QC
A
J with QJ. Thus we

have the following commutative diagram

QCA JCAQ

f

U(J )

i«

φ

φ

CCR i« (C)

bC

U(J )QCA JCAQ

α

αα
CCR i« (C)

where αa sends qC δC i«(q
"
C δ

"
) to qCα(δ, i(δ

"
))C qa

"
. Since α« is the composition of

the B®B bimodule isomorphisms αa and φ, we get the desired equality α«i«¯ βΓ α«.
Thus Φ(J ) is a cell ideal in B. *

T 6.13. If 3
j
φ(q

j
, pa

j
)¯ 1

B
implies 3

j
φ(p

j
, qa

j
)¯ 1

B
, then B is a cellular

algebra ha�ing as a cell chain the Φ-image of a cell chain of A.

Proof. By Proposition 6.12, if J is a cell ideal in A, then Φ(J ) is a cell ideal in B.

We know from Proposition 6.2 that A}J is Morita equivalent to B}Φ(J ). Moreover,

this equivalence can be defined by

θ
"
:P}JPC

B/Φ(J)
Q}QJMNA}J,

(p­JP)C (q­QJ )PN θ(p, q)­J,

φ
"
:Q}QJC

A/J
P}JPMNB}Φ(J ),

(q­QJ )C (p­JP)PNφ(p, q)­Φ(J ).

(Note that P}JP¯P}PΦ(J ) is an A}J®B}Φ(J ) bimodule by the remark following

Proposition 6.2.) The condition in Proposition 6.12 is satisfied. Hence we can proceed

by induction on the length of a cell chain to show that B is cellular. *

C 6.14. Let B be an algebra with an in�olution i. Suppose that there is

an idempotent element e `B such that i(e)¯ e and BeB¯B. If eBe is cellular (with

respect to the restriction of i to eBe) then B is cellular with respect to i.

Proof. Set A¯ eBe, Q¯Be and P¯ eB. Then the multiplication maps

θ :eBC
B
BeMNA and φ :BeC

A
eBMNB

define a Morita equivalence of A and B (see [2, p. 68; 1, Exercise 22.7]). It is clear that

Qa is isomorphic to P under the homomorphism bePN ei(b). More generally, for

each
A
X, the map η : i(QC

A
X )MN i(X )C

A
Qa via i(qCx)PN i(x)C i(q) is a B-

isomorphism and natural in X. If there are b
j
and c

j
in B such that 3

j
b
j
ec

j
¯ 1, then

3
j
i(c

j
) ei(b

j
)¯ 1. Therefore the condition in Proposition 6.12 and Hypothesis 6.7 are

satisfied. Now the corollary follows immediately from Theorem 6.13. *
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As an application of Corollary 6.14 we can prove the following result.

P 6.15. Let A and B be Morita equi�alent algebras with in�olutions i

and i« respecti�ely, such that Hypothesis 6.7 is satisfied, and that θ(pa , q)¯ iθ(qa , p) and

φ(q, pa )¯ i«φ(p, qa ) hold true for all p, q `Q. Then A is cellular if and only if B is cellular.

Proof. First, we form the algebra

S¯ 0AQ
Qa

B1
which will turn out to be Morita equivalent to either of the algebras A and B. Its

additive structure is given by the usual addition of matrices. Multiplication is given

by

0ap
qa
b1 0

a
"

p
"

qa
"

b
"

1¯ 0aa
"
­θ(qa , p

"
)

pa
"
­bp

"

aqa
"
­qab

"

φ(p, qa
"
)­bb

"

1
and, as an involution j on S, we define j as follows:

j 0ap
qa
b1¯ 0i(a)

q

pa
i«(b)1 .

By the assumptions on θ and φ and by Hypothesis 6.7, we can verify that j is an

involution of S. Let us consider the idempotents

e¯ 01A

0

0

01 and f¯ 000
0

1
B

1 .
It is easy to see that e and f are fixed by j. Clearly, SeS¯S¯SfS, eSe¯A and

fSf¯B. This implies that S is Morita equivalent to either of the algebras A and B.

Since the involutions i and i« are the restrictions of j to eSe and fSf respectively, we

know that if one of A and B is cellular, then S is a cellular algebra by Corollary 6.14,

and therefore the other one is cellular by [8, Proposition 4.3]. *

As a special case of Corollary 6.14, we get the following fact.

C 6.16. Let A be an algebra with an in�olution i, which fixes a complete

set of primiti�e orthogonal idempotents. Then A is cellular if and only if its basic algebra

is cellular.

Proof. Suppose that 1¯3n

j="
e
j
with ²e

j
´ a complete set of orthogonal primitive

idempotents such that i(e
j
)¯ e

j
for all j. Then AD (Ae

j
"

)l" C…C (Ae
jm

)lm with

Ae
jt

LAe
js

for j
t
1 j

s
, where l

"
,… , l

m
are positive integers, and ² j

"
,… , j

m
´ is a subset

of ²1, 2,… , n´. Put e¯3
t
e
jt

and consider the basic algebra eAe. For two primitive

idempotents e
"

and e
#
, there is an equality of two-sided ideals Ae

"
A¯Ae

#
A if and

only if there is an isomorphism of left ideals Ae
"
DAe

#
. This yields that AeA¯A

holds true. So, if eAe is cellular, A is cellular by Corollary 6.14. The converse

statement follows from [8, 4.3]. *

As another application, we have the following example.
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E. If A is a cellular algebra with respect to an involution i, then the n¬n

matrix algebra M
n
(A) is cellular with respect to the involution j defined by

j(a
kl
)¯ (b

kl
) with b

kl
¯ i(a

lk
).

Note that M
n
(A)¯M

n
(R)C

R
A. In fact, more is true: if two algebras A and B are

cellular, then their tensor product is also cellular. We skip the details of the proof of

this fact.

Finally, let us make the following remarks concerning Hypothesis 6.7.

R. (1) If we only assume that A and B are Morita equivalent, and that

A is a cellular algebra with respect to an involution i, then there is an anti-

automorphism σ :BMNB such that σ# is an inner automorphism of B and that the

duality induced by σ satisfies Hypothesis 6.7 (see [3]). However, in this case we

cannot ensure that this σ is an involution of B.

(2) Hypothesis 6.7 is necessary for our question. In fact, an algebra can be cellular

with respect to one involution and not cellular with respect to another, although it is,

of course, Morita equivalent to itself. We will see an easy example in the next section.

7. Morita equi�alences: two examples

When dealing with Morita equivalences defined by certain idempotents, we will

need the following special case. This in particular yields an important counterexample

in the case of characteristic 2. A variation of this example will provide us with a

counterexample to some other questions.

Let k be a commutative ring (of any characteristic, for the moment) and let A be

the k-algebra of two-by-two matrices. We first determine all primitive idempotents in

this algebra. A matrix

0ac
b

d1
equals its own square if and only if the following equations are satisfied:

a¯ a#­bc, b¯ b(a­d ), c¯ c(a­d ), d¯ d #­bc.

We distinguish between the following two cases.

If a­d1 1, then b¯ c¯ 0; hence a¯ a# and d¯ d #, and thus we get the zero

matrix and the identity matrix.

If a­d¯ 1, then the first equation becomes ad¯ bc, that is, the matrix has

determinant zero. The last equation becomes equivalent to the first one, and the

second and third equations become vacuous. Thus any matrix with d¯ 1®a and

determinant zero is an idempotent (and even primitive, since the matrix is singular).

Now we consider the following involution i on A : it sends

0ac
b

d1 to 0dc
b

a1 .
Thus it interchanges the diagonal entries and leaves the other entries fixed. Clearly,

i is k-linear and an involution. Moreover, it is an anti-automorphism, as is easily

checked.
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Now the following observation is the key to our study of Morita equivalences later

on.

If k is a field of characteristic different from 2, then i fixes some primitive

idempotent, for example the one with all entries being 2−". However, in the case of

characteristic 2, there is no primitive idempotent fixed by i, since a cannot equal

d¯ 1®a¯ 1­a in that case.

However, the algebra A together with the involution i is cellular over any ring k.

In fact, one can define ∆ to be the left module consisting of matrices with a¯ b and

c¯ d. Then i(∆) is the right module of matrices with a¯ c and b¯ d. Then an

isomorphism ∆C
k
i(∆)MNA which satisfies all the conditions required in the

definition of a cell ideal is given by sending

0ab
a

b1C 0cc
d

d1
to the ‘product divided by 2’,

0ac

bc

ad

bd1 .
In the case of a field of characteristic other than 2, one could use ordinary

matrix multiplication as well. Actually, in that case one can write A as AeA for some

primitive idempotent e fixed by i, whereas in the other case one has to write A as

AeC
k
i(e)A which is, of course, isomorphic to AeC

k
eA, but the isomorphism to be

used here is responsible for the ‘division by 2’ in the above explicit isomorphism.

Let us recall here that by [8, Proposition 3.4], a simple cellular algebra must be a

full matrix ring; hence there are many examples of non-cellular simple algebras. Of

course, there are also many examples of non-cellular products of full matrix rings,

since an involution belonging to a cellular structure has to fix the isomorphism classes

of primitive idempotents (see [8, 5.1]). The above discussion now shows that although

equivalence classes of primitive idempotents must be fixed by i, the same need not be

true for their elements ; it may happen that i does not fix any primitive idempotent.

We have shown the following proposition.

P 7.1. A cellular algebra (A, i) o�er a ring in which 2 is not in�ertible

need not ha�e a primiti�e idempotent fixed by i. Thus there are cellular structures on

non-basic algebras that do not correspond to any cellular structure on a basic algebra.

In the next section we will show that over a field this can happen in characteristic

2 only.

We remark that this example also shows that an algebra can be cellular with

respect to one involution, and not cellular with respect to another, as we mentioned

at the end of the previous section.

Now we give an example of a full matrix algebra A over a field, together with an

involution i such that (A, i) is not cellular.

Let k be any field of characteristic different from 2, let A as above be the algebra

of two-by-two matrices over k, and let i be the map which sends a matrix

0ac
b

d1 to the matrix 0 d

®c

®b

a1 .
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It is easy to check that i is in fact an antiautomorphism of A and an involution. Now

we show that (A, i) is not cellular. Assume, on the contrary, that it would be cellular.

Since A is simple, it must be a cell ideal in itself. Hence A as a bimodule over itself

is isomorphic to ∆C
k
i(∆) for some left ideal ∆. Moreover, the involution i acts on

the tensor product in the following way: an element xC y is sent to i(y)C i(x). The

ideal ∆ has k-dimension 2. Pick a basis, say u and �. Then the vectors uC i(u),

�C i(�) and (u­�)C (i(u)­i(�)) all are fixed by i. Thus the space of fixed points of

i has k-dimension at least 3. However, a matrix

0ac
b

d1
fixed by i must satisfy b¯®b, c¯®c and d¯ a ; hence the space of i-fixed points has

k-dimension 1, a contradiction.

We remark that this example may also be used to illustrate that the commutativity

of the diagram in the definition of cell ideal is really needed.

8. Morita equi�alences from cellular algebras to their basic algebras

Our general theory of Morita equivalences as developed above suggests

considering Morita equivalences which are defined by idempotents fixed under i. In

fact, if A admits such an idempotent, then, by our previous results (in particular

Corollary 6.12 and [8, 4.3]), (A, i) is cellular if and only if (eAe, i) is cellular. Moreover,

the Morita equivalence between these two algebras then preserves the cellular

structure. Thus the question now is whether such Morita equivalences exist. In the

case of finite-dimensional algebras over fields, it is clearly enough to look for

structure preserving Morita equivalences between a given cellular algebra and its

basic algebra. (Note that we can assume the algebra to be cellular by our previous

results.) This question is also central for practical reasons. If the answer is yes, then

one may work with basic algebras (which are the standard input for most of the

techniques of representation theory of finite-dimensional algebras) without loss of

generality. Moreover, a positive answer would imply that ‘cellular ’ is a notion

depending only on the module category, and not on the algebra chosen.

The first example in the previous section shows, however, that the answer is in

general negative in the case of characteristic 2. The best that we can hope for is a

positive answer in all other cases. This is given in the next theorem. We remark that

most of the computations in the proof of this theorem are valid in general. Thus,

given an explicit algebra over a field of any characteristic, one may follow the proof

of the theorem in order to construct an idempotent fixed by the involution. At a

crucial point of the proof, two different cases will appear; one of them allows the

construction of the desired idempotent (without using the assumption on k) ; the

second case, however, needs characteristic other than 2. Thus at this point one can

see whether the construction works for the algebra one is interested in.

However, this argument does not tell us that for certain algebras there is no

Morita equivalence that preserves a cellular structure. In fact, the construction in the

proof will depend on the choice of the data defining the algebra involved as an

iterated inflation; that is, the construction depends on the choice of a basis, and it

may depend on this choice whether the idempotent resulting from the construction

has the desired property.
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T 8.1. Let (A, i) be a cellular algebra o�er a field k of characteristic other

than 2. Then there is an idempotent e which is a sum of primiti�e idempotents, one

from each equi�alence class, and is fixed by i. Hence there is a Morita equi�alence

between A and its basic algebra which respects the cellular structure.

Proof. We proceed by induction on the sum of the multiplicities of in-

decomposable projective modules in a decomposition of A as a left A-module. It is

enough to show that inside each equivalence class of primitive idempotents there

exists a primitive one, say e, which is fixed by i. If this equivalence class belongs to

a projective module with multiplicity bigger than 1, then we can use the idempotent

1®e (which is fixed by i) to reduce the sum of multiplicities by 1. In fact, in that

case multiplication by 1®e defines a Morita equivalence between A and

(1®e)A(1®e), and this Morita equivalence respects the cellular structure. Proceeding

inductively, we can in this way reduce all multiplicities to 1, which brings us to the

basic algebra of A.

Thus it is enough to prove the following proposition (which gives a stronger

assertion than the theorem).

P 8.2. Let (A, i) be a cellular algebra o�er a field k of characteristic

other than 2. Then each equi�alence class of idempotents contains an idempotent

which is fixed by i.

Proof. It is enough to deal with primitive idempotents.

We will use the language of ‘ inflations ’ which has been explained in Sections 3 and

4. That is, we write the cellular algebra A as an iterated inflation of copies of the field

k. The equivalence classes of primitive idempotents are in bijection with the indices

λ of inflation steps with non-zero bilinear form }. We proceed by induction on λ.

To start the induction we have to fix an index λ which is minimal among those

indices having non-zero associated bilinear form }. In other words, we fix an ideal Jλ

in the cell chain such that J #
λ is not contained in J!λ. Moreover, since λ is the minimal

index such that Jλ contains a primitive idempotent, the ideal J!λ is nilpotent. The

quotient JλJ!λ is an inflation, say VCVCk. Since } is not zero, we can find elements

a, b `V such that }(a, b)1 0. In order to find a primitive idempotent, which is fixed

by i, in the equivalence class associated with λ, we proceed as follows. We first define

an element e, which is fixed by i, which is contained in Jλ, but not in J!λ, and which

is an idempotent modulo J!λ. Having obtained that, we will argue that a linear

combination of powers of e is the primitive idempotent that we want to construct.

For defining e we have to distinguish two cases. In the case a¯ b we put

e¯
1

}(a, a)
(aC bC 1).

In the other case we put

e¯
1

20
1

}(b,a)
(aCbC1)­

1

}(a,b)
(aCaC1)­

1

}(a,b)
(bCaC1)­

1

}(b,a)
(bCbC1)).

(Note that }(b, a)¯ i(}(a, b)) ; hence all denominators are non-zero.) The involution

i sends aC bC 1 to bC aC 1 and }(a, b) to }(b, a) ; hence it fixes e in both cases. An
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easy computation using the multiplication rule inside Jλ}J!λ shows that e#¯ e­f

where f is an element of J!λ. Similarly, we can check that e(Jλ}J!λ) e has k-dimension

1. The element f¯ e#®e is nilpotent, since it is contained in the nilpotent ideal Jλ.

Thus a certain power of f is zero, which implies that some power of e, say el for some

l `., can be written as el ¯ el+"p(e) where p(e) is some integral linear combination of

powers of e. Now a well-known trick produces an idempotent. In fact,

el ¯ el+"p(e)¯ elep(e)¯ el+"p(e) ep(e)¯ el+#p(e)#¯…¯ e#lp(e)l

implies that gB elp(e)l is an idempotent element

g#¯ e#lp(e)l p(e)l ¯ elp(e)l ¯ g.

As a linear combination of powers of e, the element g is fixed by i. Moreover, the

space g(Jλ}J!λ) g must have dimension 1, since it contains the non-zero residue

class of g and is contained in e(Jλ}J!λ) e. Thus g is a primitive idempotent.

This finishes the induction start. To complete the proof we show how to

reduce the case of arbitrary µ (with non-zero }) to the case of minimal λ. Fix µ

not minimal. By λ we denote, as before, a minimal index. By induction we know

already that there is a primitive idempotent g of class λ which is fixed by i. Hence the

algebra (1®g)A(1®g) is cellular with respect to the restriction of i. Applying the

same argument again, we pass to a cellular algebra (1®g«)A(1®g«) which no longer

has any idempotents of class λ, but in which all the other equivalence classes of

idempotents are still present. Continuing in the same way, we eventually arrive at a

centralizer algebra BZA which is cellular with respect to the restriction of i, and for

which µ is the minimal index associated with a non-zero bilinear form. Applying now

the first stage of the induction to B, we find there a primitive idempotent of class µ,

and this idempotent solves the problem for A as well, since it is in fact an element of

A, and the effect of i on this idempotent is the same whether computed in A or in B.

This finishes the proof of the proposition, and hence also of the theorem. *

The proof shows on the one hand that the assumption on the characteristic of k

is needed (if one runs into the second case). On the other hand, in the case where Jλ is

already a cell ideal, then under the assumption on k it is easy to find a primitive

idempotent which is fixed under i ; in fact, we may put e as above. Then it is easy to

check that e#¯ e since multiplication in a cell ideal is given by the multiplication rule

for an inflation. Moreover, e is primitive since eAe has dimension 1 over k. Thus,

up to getting rid of terms in nilpotent cell ideals, the proof is genuinely constructive.

As a consequence, we get a rich supply of cellular algebras.

C 8.3. Let (A, i) be a cellular algebra o�er a field of characteristic other

than 2. Let P be a finitely generated projecti�e A-module. Then End
A
(P) is a cellular

algebra with respect to an in�olution induced by i.

Proof. If P is a direct summand of A and each indecomposable direct summand

of P occurs with multiplicity 1, then P is isomorphic to Ae, where e is a sum of

(pairwise orthogonal) primitive idempotents which by the theorem can be chosen to

be fixed by i. Thus End
A
(P) is isomorphic to the cellular algebra eAe whose involution

is the restriction of i.
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In general, End
A
(P) has an algebra like the aforementioned one as basic algebra.

Define an involution on End
A
(P) to correspond to the involution on the basic algebra

via the Morita equivalence. Then End
A
(P) is cellular as well. *

Another consequence of the theorem is that a semisimple quotient of a cellular

algebra is again cellular. Recall that in the previous section we gave an example of

a full matrix algebra which is not cellular with respect to a given involution. Hence

the assertion of the corollary is not trivial.

C 8.4. Let A be a finite-dimensional algebra o�er a field k which is

cellular with respect to an in�olution i. Then the maximal semisimple quotient algebra

A}rad (A) is cellular with respect to i as well.

Proof. It is clear that i induces an anti-isomorphism of A}rad (A). Since i

preserves the equivalence classes of primitive idempotents in A, it sends each

indecomposable ring direct summand of A}rad (A) into itself by [8, 5.1]. Let B be such

a ring direct summand. Then B has precisely one isomorphism class of simple

modules. We fix a representative, say L, which can be written as L¯∆(λ)}rad (∆(λ))

for some standard module ∆(λ) occurring in a cell ideal, say Jλ, of A, with

Jλ}J!λ a heredity ideal. Hence δ(λ) has endomorphism ring k over A, and it follows

that L also has endomorphism ring k, both over A and over B. Consequently, B is a

full matrix ring over k. Now we distinguish two cases.

If k has characteristic other than 2, then by the theorem A contains a primitive

idempotent, say e, of equivalence class λ which is fixed by i. Denoting the image of

e in B also by e, we can write B as a cell ideal in the following way. BeC
k
eBDB,

where the map is multiplication and eB equals i(e)B and eBe is isomorphic to k.

Now let k have characteristic 2. We pick any primitive idempotent e in B. The

element �B i(e) e is fixed by i. If � is not zero, then the left ideal B� is simple, and its

image under i is the right ideal �B. Now it is easy to check that the map

α :B�C
k
�BMNB,

a�C �b* a�b

is a well-defined homomorphism of bimodules. Since the image of α is not zero, α is

an isomorphism. The same argument works in cases where uB ei(e) is not zero.

Finally, we are in the case of �¯ i(e) e and u¯ ei(e) both being zero, that is, e and

i(e) are orthogonal. The space eBi(e) has dimension 1 and is fixed by i. We choose

any non-zero element, say x ` eBi(e), and get i(x)¯ sx for some scalar s `k.

Because of i#(x)¯x, the scalar s must satisfy s#¯ 1. Thus s equals 1 since we are in

characteristic 2. Hence x is fixed by i. Now we proceed as above to check that B

can be written as a cell ideal via BxC
k
xBMNB, axCxbPN axb. *

We remark that the argument in the case of characteristic 2 proves that a full

matrix ring over a field of characteristic 2 is cellular with respect to any involution.

We need the theorem only to exclude examples like the one given at the end of the

previous section, and such examples exist only over fields of characteristic other

than 2.
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