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CONSTRUCTION OF STABLE EQUIVALENCES OF MORITA
TYPE FOR FINITE-DIMENSIONAL ALGEBRAS I

YUMING LIU AND CHANGCHANG XI

Abstract. In the representation theory of finite groups, the stable equiva-
lence of Morita type plays an important role. For general finite-dimensional
algebras, this notion is still of particular interest. However, except for the
class of self-injective algebras, one does not know much on the existence of
such equivalences between two finite-dimensional algebras; in fact, even a non-
trivial example is not known. In this paper, we provide two methods to produce
new stable equivalences of Morita type from given ones. The main results are
Corollary 1.2 and Theorem 1.3. Here the algebras considered are not necessar-
ily self-injective. As a consequence of our constructions, we give an example of
a stable equivalence of Morita type between two algebras of global dimension
4, such that one of them is quasi-hereditary and the other is not. This shows
that stable equivalences of Morita type do not preserve the quasi-heredity of
algebras. As another by-product, we construct a Morita equivalence inside
each given stable equivalence of Morita type between algebras A and B. This
leads not only to a general formulation of a result by Linckelmann (1996), but
also to a nice correspondence of some torsion pairs in A-mod with those in B-
mod if both A and B are symmetric algebras. Moreover, under the assumption
of symmetric algebras we can get a new stable equivalence of Morita type. Fi-
nally, we point out that stable equivalences of Morita type are preserved under
separable extensions of ground fields.

1. Introduction

In the representation theory of finite groups, or more generally, finite-dimensional
self-injective algebras, the stable equivalence of Morita type introduced by Broué
is of considerable interest due to its connection with the celebrated conjecture of
Broué (see [3, 7, 13]). It arises naturally for self-injective algebras, as was shown
by a result of Rickard: if two self-injective algebras are derived equivalent, then
they are stably equivalent of Morita type ([11, corollary 5.5]). Typical examples
of stable equivalences of Morita type occur frequently in the block theory of finite
groups. Other examples are the trivial extensions of two finite-dimensional algebras
which are tilted from each other. Recently, it is shown that stable equivalences of
Morita type are also of particular interest for general finite-dimensional algebras,
for example, they preserve many interesting properties of algebras, such as the
representation dimension [15], representation type [6] and Linckelmann’s Theorem
[8]. To understand stable equivalences of Morita type in general, it is necessary to
have other new examples. However, as far as we know, all known examples of stable

Received by the editors July 28, 2003 and, in revised form, June 18, 2004.
2000 Mathematics Subject Classification. Primary 16G10, 16E30; Secondary 16G70, 18G05,

20J05.

c©2005 American Mathematical Society
Reverts to public domain 28 years from publication

2537



2538 YUMING LIU AND CHANGCHANG XI

equivalences of Morita type are from the class of self-injective algebras. It seems to
be an interesting project to have a method for constructing stable equivalences of
Morita type for the general class of finite-dimensional algebras.

In the present paper, we shall provide several methods for constructing a new
stable equivalence of Morita type from a given one. In this way, we can start
with a stable equivalence of Morita type between self-injective algebras and obtain
a stable equivalence of Morita type between non-self-injective algebras. Our first
construction is the following result:

Theorem 1.1. Let A and B be two finite-dimensional k-algebras with k a field.
Suppose that two bimodules AMB and BNA define a stable equivalence of Morita
type between A and B. If I is an ideal of A and if J is an ideal of B such that
JN = NI and IM = MJ , then the bimodules (A/I)⊗AM⊗B (B/J) and (B/J)⊗B

N ⊗A (A/I) define a stable equivalence of Morita type between A/I and B/J .

As an application, we have the following construction, which shows that there
do exist algebras satisfying all conditions in the above theorem.

Corollary 1.2. Suppose that k is a field. Let A and B be two indecomposable non-
simple self-injective k-algebras such that A/rad(A) and B/rad(B) are separable.
Suppose that A has a decomposition A = P1⊕P2, where P1 is isomorphic to a direct
sum of copies of an indecomposable projective A-module W , and where P2 has no
direct summands isomorphic to W . Similarly, suppose that B has a decomposition
B = P ′

1⊕P ′
2, where P ′

1 is isomorphic to a direct sum of copies of an indecomposable
projective B-module W ′, and where P ′

2 has no direct summands isomorphic to W ′.
If two bimodules AMB and BNA define a stable equivalence of Morita type between
A and B such that N ⊗A soc(W ) � soc(W ′), then there is a stable equivalence of
Morita type between A/soc(P1) and B/soc(P ′

1).

As another consequence, we have a negative answer to the question of whether
the quasi-heredity is preserved under stable equivalences of Morita type. In fact,
we shall provide an example of a stable equivalence of Morita type between two
representation-finite algebras of global dimension 4, such that one of them is quasi-
hereditary, but the other is not. This question is one of the motivations of our
study on stable equivalences of Morita type.

By Theorem 1.1, we can construct stable equivalences of Morita type between
quotient algebras. Next, we shall show how to construct stable equivalences of
Morita type between extension algebras. Our result in this direction is the following
theorem, which admits a more general form (see Theorem 4.1).

Theorem 1.3. Let A, B and C be three finite-dimensional k-algebras over a field
k. Suppose that two bimodules AMB and BNA define a stable equivalence of Morita
type between A and B. If R is an A-C-bimodule such that M ⊗B N ⊗A R � R
as A-C-bimodules and that the automorphism group of B-C-bimodule N ⊗A R is
k \0, then there is a stable equivalence of Morita type between the triangular matrix
algebras

(
A R
0 C

)
and

(
B N ⊗A R
0 C

)
.

The paper is organized in the following way: In Section 2 we recall some defini-
tions and basic facts. Section 3 is devoted to the proofs of the Theorem 1.1 and its
corollaries. Here we require the knowledge of an almost split sequence. In Section 4
we first prove a general result, Theorem 4.1, in terms of trivial extensions, and then
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give a proof of Theorem 1.3 as a specific case. In Section 5 we provide a method
to get modules R satisfying conditions in Theorem 1.3; this leads to a more gen-
eral formulation of Linckelmann’s theorem in [7]. If, in addition, our algebras are
symmetric, we also get two torsion pairs preserved under the stable equivalence of
Morita type. The last section is designed to illustrate our results by some examples
which are either blocks of finite groups or given by quivers with relations.

In the second paper [9], we shall prove that the stable equivalence of Morita type
is preserved by forming Auslander algebras.

2. Preliminaries

In this section we shall fix notations and recall definitions and facts needed in
our proofs.

Throughout this paper, we denote by k a fixed field and by k∗ the multiplicative
group of k. All algebras are assumed to be finite-dimensional k-algebras with 1.
By a module we always mean a finitely-generated left module.

Given an algebra A, we denote by A-mod the category of all finitely-generated
A-modules. The composition of two morphisms f : L → M and g : M → N is a
morphism from L to N , which will be denoted by fg. The stable category A-mod
of A is defined as follows: The objects of A-mod are the same as those of A-mod,
and the morphisms between two objects X and Y are given by HomA(X, Y ) =
HomA(X, Y )/P(X, Y ), where P(X, Y ) is the subspace of HomA(X, Y ) consisting
of those homomorphisms from X to Y which factor through a projective A-module.
More generally, given a full subcategory C of A-mod, we denote by HomA(X, C, Y )
the set of those homomorphisms from X to Y which factor through a module in C.

Definition 2.1. Two algebras A and B are said to be stably equivalent if there is
an equivalence F : A-mod →B-mod of the stable categories.

Two algebras A and B are stably equivalent of Morita type if there exist an
A-B-bimodule AMB and a B-A-bimodule BNA such that

(1) M and N are projective as left and right modules, respectively, and
(2) M ⊗B N � A ⊕ P as A-A-bimodules for some projective A-A-bimodule P ,

and N ⊗A M � B ⊕ Q as B-B-bimodules for some projective B-B-bimodule Q.

Note that if two algebras A and B are stably equivalent of Morita type, then
they are stably equivalent. In fact, the functor N ⊗A − : A-mod → B-mod induces
an equivalence: A-mod → B-mod, whose inverse is induced by M ⊗B − : B-mod
→ A-mod. If P and Q are zero, we arrive at a Morita equivalence. Thus the notion
of a stable equivalence of Morita type is a combination of a Morita equivalence and
a stable equivalence.

For a self-injective algebra A, the syzygy functor ΩA is a stable equivalence:
A-mod → A-mod, whose inverse is given by the co-syzygy functor Ω−1

A (see [2]).
It is known that the syzygy functor ΩA can be extended to a stable equivalence of
Morita type induced by the bimodules ΩA⊗kAop(A) and Ω−1

A⊗kAop(A) when A is an
indecomposable non-simple self-injective algebra, where Aop denotes the opposite
algebra of A (see [7]).

The following lemma collects some properties on stable equivalences of Morita
type.
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Lemma 2.2 (see [7]). Suppose k is a field. Let A and B be indecomposable non-
simple k-algebras such that A/rad(A) and B/rad(B) are separable. If two bimodules
AMB and BNA define a stable equivalence of Morita type between A and B, then
we have the following:

(1) Up to isomorphism, N has a unique indecomposable non-projective direct
summand N1 as a B-A-bimodule, and M has a unique indecomposable non-projec-
tive direct summand M1 as an A-B-bimodule. Moreover, M1 and N1 also induce a
stable equivalence of Morita type between A and B.

(2) If A and B are self-injective and if N is indecomposable, then N ⊗A S
is an indecomposable B-module for each simple A-module S. Similarly, if M is
indecomposable, then M ⊗A S′ is an indecomposable A-module for each simple B-
module S′. �

If two algebras A and B are stably equivalent, we have the following properties
which are taken from [2, Chapter X].

Lemma 2.3. Let F : A-mod → B-mod be a stable equivalence whose inverse is
given by G. Then:

(1) F induces a one-to-one correspondence between the isomorphism classes of
indecomposable non-projective modules in A-mod and that in B-mod.

(2) Suppose that A is an indecomposable non-simple symmetric Nakayama alge-
bra and that B is a symmetric algebra with no semi-simple block. If we denote by
F the induced correspondence on the indecomposable non-projective modules, then
F (S) is a uniserial B-module for each simple A-module S.

For our purpose we also need the following fact. For a proof we refer to [5,
section 9.2].

Lemma 2.4. Let A be a finite-dimensional algebra with a decomposition A =
P1 ⊕ P2, where P1 is isomorphic to a direct sum of copies of an indecomposable
projective-injective A-module W and P2 has no direct summands isomorphic to W .
Then the socle of P1, soc(P1), is an ideal in A. Moreover, an A-module X is an
A/soc(P1)-module if and only if X has no direct summands isomorphic to W . �

Recall that a k-algebra A is symmetric if A � Homk(A, k) as A-A-bimodules. It
is known that symmetric algebras are self-injective algebras. An algebra A is said to
be a Nakayama algebra if both the indecomposable projective and indecomposable
injective modules are uniserial.

Finally, we remark that the definition of “stable equivalence of Morita type” in
[6] is different from the one given in Definition 2.1. It seems that the conditions
required in [6] are quite weaker than that in Definition 2.1.

3. Proofs of Theorem 1.1 and Corollary 1.2

In this section, we shall prove Theorem 1.1 and Corollary 1.2. In fact, we shall
deduce a more general formulation of Corollary 1.2.

Let A be an algebra, and let I be an ideal of A. Recall that an A-module X
has a natural A/I-module structure if X is annihilated by I, that is, IX = 0. The
following lemma is well known.

Lemma 3.1. (1) If X is a right A-module and if Y is a left A-module such that
XI = 0 and IY = 0, then X ⊗A Y � X ⊗A/I Y by x ⊗ y �→ x ⊗ y.
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(2) Let A and B be two algebras. If M is an A-B-bimodule such that AM is
projective, then M ⊗B P is a projective A-module for any projective B-module P .
Similarly, if M is an A-B-bimodule such that MB is projective, then Q ⊗A M is a
projective right B-module for any projective right A-module Q.

First we shall prove Theorem 1.1, and then we turn to the proof of Corollary
1.2.

Proof of Theorem 1.1. Put A′ = A/I and B′ = B/J . If we define M ′ = A′ ⊗A

(M ⊗B B′) and N ′ = B′ ⊗B (N ⊗A A′), then M ′ is an A′-B′-bimodule and N ′ is a
B′-A′-bimodule. Since JN = NI, it follows from Lemma 3.1(2) that the B-module
N ⊗A A′ � N/NI = N/JN � B′ ⊗B N is a projective B′-module. By Lemma
3.1(1), N ′ = B′ ⊗B (N ⊗A A′) � B′ ⊗B′ (N ⊗A A′) � N ⊗A A′ is a projective
B′-module. Clearly, N ′ is also projective as a right A′-module by Lemma 3.1(2).
Similarly, it follows from IM = MJ that M ′ is projective as a left A′-module and
as a right B′-module. Again by Lemma 3.1(1) together with the associativity of
tensor products, we have the following isomorphisms of A′-A′-bimodules:

M ′ ⊗B′ N ′ � A′ ⊗A M ⊗B (B′ ⊗B′ B′) ⊗B N ⊗A A′

� A′ ⊗A M ⊗B B′ ⊗B (N ⊗A A′)
� A′ ⊗A M ⊗B B′ ⊗B′ (N ⊗A A′)
� A′ ⊗A M ⊗B (N ⊗A A′)
� A′ ⊗A (M ⊗B N) ⊗A A′

� A′ ⊗A (A ⊕ P ) ⊗A A′

� A′ ⊗A A′ ⊕ A′ ⊗A P ⊗A A′

� A′ ⊗A′ A′ ⊕ A′ ⊗A P ⊗A A′

� A′ ⊕ A′ ⊗A P ⊗A A′.

Since P is a projective A-A-bimodule, it follows easily that A′ ⊗A P ⊗A A′ is a
projective A′-A′-bimodule. Similarly, we have a B′-B′-bimodule isomorphism

N ′ ⊗A′ M ′ � B′ ⊕ B′ ⊗B Q ⊗B B′,

where B′ ⊗B Q ⊗B B′ is a projective B′-B′-bimodule. Thus, by definition, the
bimodules M ′ and N ′ define a stable equivalence of Morita type between A′ and
B′. �

Proof of Corollary 1.2. In the following we shall prove that under the assumption
of Corollary 1.2, the ideals I := soc(P1) in A and J := soc(P ′

1) in B satisfy the
conditions in Theorem 1.1. The proof will be carried out in several steps.

(1) By Lemma 2.2, we can assume that M and N are indecomposable as bimod-
ules. It follows from N ⊗A soc(W ) � soc(W ′) that M ⊗B soc(W ′) � soc(W ), since
M ⊗B − and N ⊗A − induce mutually stable equivalences.

(2) For every indecomposable A-module X which is not isomorphic to W , the
B-module N ⊗A X has no direct summands isomorphic to W ′.

We use induction on the length l(X) of X to prove (2). The claim holds for
l(X) = 1 since N ⊗A X is indecomposable non-projective by Lemma 2.2. Assume
now that l(X) > 1. There are three cases to be considered.

The first case: X is a projective module. By [2, proposition 5.5, p. 169], we have
an almost split sequence:

0 −→ rad(X) −→ X ⊕ rad(X)/soc(X) −→ X/soc(X) −→ 0,
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where rad(X) and X/soc(X) are indecomposable non-projective modules, and
rad(X)/soc(X) has no non-zero projective summands. From this sequence we get
an exact sequence

0 −→ N ⊗A rad(X) −→ N ⊗A X ⊕ N ⊗A (rad(X)/soc(X))

−→ N ⊗A (X/soc(X)) −→ 0,

where N ⊗A rad(X), N ⊗A (X/soc(X)) and N ⊗A (rad(X)/soc(X)) have no direct
summands isomorphic to W ′ by induction. Now let us denote by PU the maximal
projective direct summand of a module U and by U℘ the non-projective complement
of PU in U . Thus, the above exact sequence canonically induces the following exact
sequence:

(π) 0 −→ (N ⊗A rad(X))℘ −→ E ⊕ (N ⊗A (rad(X)/soc(X)))℘

−→ (N ⊗A (X/soc(X)))℘ −→ 0,

where (N⊗A rad(X))℘, (N⊗A (X/soc(X)))℘ and (N⊗A (rad(X)/soc(X)))℘ are the
non-projective parts of N⊗Arad(X), N⊗A(X/soc(X)) and N⊗A(rad(X)/soc(X)),
respectively, and where E is a projective module such that

N ⊗A X ⊕ PN⊗A(rad(X)/soc(X)) � E ⊕ PN⊗Arad(X) ⊕ PN⊗A(X/soc(X)).

By induction, the module PN⊗Arad(X) ⊕ PN⊗A(X/soc(X)) has no direct summands
isomorphic to W ′. To prove (2), it is sufficient to show that E has no direct
summands isomorphic to W ′. For this we first show that (π) is an almost split
sequence. In the following, we may assume that E �= 0.

If rad(X)/soc(X) = 0, then A is a Nakayama algebra of Loewy length 2 by [2,
proposition 1.8, p. 341]. It follows from [10] that B is also a Nakayama algebra of
Loewy length 2, and therefore

(π) 0 −→ (N ⊗A rad(X))℘ −→ E −→ (N ⊗A (X/soc(X)))℘ −→ 0

is an almost split sequence. If rad(X)/soc(X) �= 0, then, by [2, proposition 1.6,
p. 339], we have

τ ((N ⊗A (X/soc(X)))℘) � (N ⊗A rad(X))℘,

where τ is the Auslander-Reiten translation. Since the co-syzygy functor Ω−1
A is a

stable equivalence and Ω−1
A (soc(X)) = X/soc(X), we have that End(X/soc(X)) �

End(soc(X)) is a division ring. Since N⊗A− induces a stable equivalence, we know
that End((N⊗A(X/soc(X)))℘) � End(X/soc(X)) is a division ring. It follows from
[2, corollary 2.4, p. 149] that (π) is an almost split sequence.

Now by [2, proposition 5.5, p. 169], we know that E is indecomposable and
that (π) is isomorphic to the sequence 0 −→ rad(E) −→ E ⊕ rad(E)/soc(E) −→
E/soc(E) −→ 0. Thus E/soc(E) � (N ⊗A (X/soc(X)))℘.

We consider the exact sequence 0 −→ soc(X) −→ X −→ X/soc(X) −→ 0. From
this we get the following exact sequence:

0 −→ N ⊗A soc(X) −→ N ⊗A X −→ N ⊗A (X/soc(X)) −→ 0.

Note that N ⊗A soc(X) is an indecomposable non-projective module and that

N ⊗A (X/soc(X)) =(N ⊗A (X/soc(X)))℘ ⊕ PN⊗A(X/soc(X))

�E/soc(E) ⊕ PN⊗A(X/soc(X)).
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It follows easily that N ⊗A X � E ⊕ PN⊗A(X/soc(X)) and N ⊗A soc(X) � soc(E).
Since X � W and soc(X) � soc(W ), we have that N ⊗A soc(X) �� N ⊗A soc(W )
by Lemma 2.3(1), and thus soc(E) �� soc(W ′). This implies that E � W ′. So we
have proved (2) under the assumption that X is a projective module.

The second case: X is a non-projective module such that soc(X) has no direct
summands isomorphic to soc(W ). Consider the injective envelope of X: X −→ I,
where I is a projective module and has no direct summands isomorphic to W . By
applying N ⊗A − we get an injective map N ⊗A X −→ N ⊗A I. It follows that
N ⊗A X has no direct summands isomorphic to W ′ since N ⊗A I has no direct
summands isomorphic to W ′ by the proof of the first case.

The third case: X is a non-projective module such that soc(X) has a direct
summand isomorphic to soc(W ). We have an exact sequence: 0 −→ S −→ X −→
X/S −→ 0, where the simple module S is isomorphic to soc(W ), and X/S has
non-zero projective summands. From this sequence we get a new exact sequence:

0 −→ N ⊗A S −→ N ⊗A X −→ N ⊗A (X/S) −→ 0,

where N ⊗A S � soc(W ′) and N ⊗A (X/S) has no direct summands isomorphic to
W ′ by induction. This new exact sequence induces canonically the following exact
sequence:

(ε) 0 −→ N ⊗A S −→ (N ⊗A X)0 −→ (N ⊗A (X/S))℘ −→ 0,

where (N ⊗A (X/S))℘ is the non-projective part of N ⊗A (X/S), and N ⊗A X �
(N ⊗A X)0 ⊕ PN⊗A(X/S). To finish the proof of our claim, it suffices to show that
(N ⊗A X)0 has no direct summands isomorphic to W ′.

Suppose that (N ⊗A X)0 has a direct summand isomorphic to W ′. Write
(N ⊗A X)0 = Y ⊕ W ′. Since X is not projective, N ⊗A X is not projective by
Lemma 2.3(1), and therefore Y is non-projective. Moreover, the homomorphism
N ⊗A S −→ Y induced from (ε) is non-zero. For if it is not the case, then Y
would be a direct summand of (N ⊗A (X/S))℘, and thus the non-projective part
of N ⊗A X. Now if X1 is the non-projective part of M ⊗B Y , then X1 would be
isomorphic to X. On the other hand, X1 being a direct summand of M ⊗B Y
implies that X1 is a direct summand of M ⊗B N ⊗A (X/S), that is, X1 is a direct
summend of X/S; this contradicts that X1 � X. Thus we have proved that the
homomorphism N ⊗A S −→ Y induced from (ε) is non-zero and injective.

Now we consider the following exact commutative diagram:
0 0⏐⏐� ⏐⏐�

W ′ ∼−−−−→ Z⏐⏐� ⏐⏐�
0 −−−−→ N ⊗A S −−−−→ (N ⊗A X)0 −−−−→ (N ⊗A X/S)℘ −−−−→ 0∥∥∥ ⏐⏐� ⏐⏐�
0 −−−−→ N ⊗A S −−−−→ Y −−−−→ Y/(N ⊗A S) −−−−→ 0⏐⏐� ⏐⏐�

0 0
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Then W ′ � Z by the Snake Lemma. This implies that Z −→ (N ⊗A (X/S))℘ is
a split monomorphism since W ′ is injective, and therefore the non-projective part
of (N ⊗A (X/S)) has a projective direct summand isomorphic to W ′. This is a
contradiction and also finishes the proof of (2).

(3) Similarly, we can show that for every indecomposable B-module X which is
not isomorphic to W ′, the A-module M ⊗B X has no direct summands isomorphic
to W .

(4) By Lemma 2.4, we have proved that for an A-module X, if soc(P1)X = 0,
then soc(P ′

1)(N ⊗A X) = 0, and for a B-module X, if soc(P ′
1)X = 0, then

soc(P1)(M ⊗B X) = 0.

In particular, soc(P ′
1)(N⊗A (A/soc(P1))) = 0 and soc(P1)(M⊗B (B/soc(P ′

1))) = 0,
or equivalently, soc(P ′

1)N ⊆ Nsoc(P1) and soc(P1)M ⊆ Msoc(P ′
1).

(5) Finally, we shall show that soc(P ′
1)N = Nsoc(P1) and soc(P1)M =Msoc(P ′

1).
Once this is done, the corollary follows by Theorem 1.1 immediately.

In fact, we assume that P1 � Wn. Since N is projective as a right A-module,
Nsoc(P1) � N ⊗A soc(P1) � N ⊗A soc(W )n � soc(W ′)n as B-modules. By (4),
N/Nsoc(P1) has no summands isomorphic to W ′. Therefore N � W ′n ⊕P ′ (where
P ′ has no summands isomorphic to W ′) and soc(P ′

1)N � soc(P ′
1)W ′n. On the

other hand, W ′ is isomorphic to a summand of B, and soc(P ′
1)W ′ is isomorphic to

a summand of soc(P ′
1). But soc(P ′

1)W
′ is also an indecomposable submodule of W ′

since W ′ has simple socle. This implies that soc(P ′
1)W

′ � soc(W ′) and soc(P ′
1)N �

soc(P ′
1)W ′n � soc(W ′)n. It follows from (4) that soc(P ′

1)N = Nsoc(P1). Similarly,
we have soc(P1)M = Msoc(P ′

1). �

As a consequence of Corollary 1.2, we have the following more general result.

Corollary 3.2. Let A and B be two indecomposable non-simple self-injective k-
algebras such that A/rad(A) and B/rad(B) are separable. Suppose that A has a
decomposition A = P1⊕P2, where P1 is isomorphic to a direct sum of copies of inde-
composable projective A-modules W1, ..., Wr, and where P2 has no direct summands
isomorphic to Wj for all 1 ≤ j ≤ r. Similarly, suppose that B has a decomposition
B = P ′

1 ⊕ P ′
2, where P ′

1 is isomorphic to a direct sum of copies of indecomposable
projective B-modules W ′

1, ..., W
′
r, and where P ′

2 has no direct summands isomorphic
to W ′

j for all 1 ≤ j ≤ r. If two bimodules AMB and BNA define a stable equivalence
of Morita type between A and B such that N ⊗A soc(Wj) � soc(W ′

j) for all j, then
there is a stable equivalence of Morita type between A/soc(P1) and B/soc(P ′

1).

Proof. We assume that Wj are pairwise non-isomorphic and that W ′
j are also pair-

wise non-isomorphic. For each s, we decompose P1 as P1(s)⊕Q1(s) such that P1(s)
is isomorphic to a direct sum of copies of the indecomposable projective A-module
Ws and Q1(s) has no direct summands isomorphic to Ws. Similarly, we decompose
P ′

1 as P1(s)′ ⊕ Q1(s)′ such that P1(s)′ is isomorphic to a direct sum of copies of
the indecomposable projective B-module W ′

s and Q1(s)′ has no direct summands
isomorphic to W ′

s.
Let Is be the socle of P1(s) and let Js be the socle of P1(s)′. Then, by Lemma

2.4, Is and Js are ideals in A and B, respectively. Moreover, we have JsN = NIs

and IsM = MJs for all s by the proof of Corollary 1.2. Next we define I =
∑

s Is

and J =
∑

s Js. Then JN = NI and IM = MJ . It is easy to see that I = soc(P1)
and J = soc(P ′

1). Hence Corollary 3.2 follows immediately from Theorem 1.1. �
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As another direct consequence of Corollary 3.2, we have the following result
on representation dimension. Recall that given an algebra A, the representation
dimension of A is defined by Auslander in [1] as follows:

rep.dim(A)

= inf {gl.dim(Λ) | Λ is an algebra with dom.dim(Λ) ≥ 2 and End(ΛT ) is

Morita equivalent to A, where T is the injective envelope of Λ}.

Corollary 3.3. Let A and B be as in Corollary 3.2. Then rep.dim(A/soc(P1)) =
rep.dim(B/soc(P ′

1)).

Proof. Since representation dimension is invariant under stable equivalences of
Morita type, the corollary follows from Corollary 3.2. �

For further information on representation dimension we refer the reader to the
original paper [1] or the recent papers [15, 16] and the references therein.

Finally, let us mention that stable equivalences of Morita type are preserved
under separable field extensions.

Proposition 3.4. Let A and B be two finite-dimensional k-algebras. Suppose
that there is a stable equivalence of Morita type between A and B defined by two
bimodules AMB and BNA. If C is a separable k-algebra, then the modules C ⊗k M
and C ⊗k N define a stable equivalence of Morita type between the two tensor
products C ⊗k A and C ⊗k B. In particular, if E is a separable field extension of k
(for example, E is a finite extension of a perfect field k), then the two E-algebras
E ⊗k A and E ⊗k B are stably equivalent of Morita type.

Proof. It is clear that C ⊗k M is projective as a left C ⊗k A-module and as a right
C ⊗k B-module. We need to verify condition (2) in Definition 2.1. For this we
employ the following fact in [4, chap. XI, p.210]: if Λ and Γ are k-algebras, and if
XΛ, X ′

Γ, ΛY, ΓY ′ are modules, then

(X ⊗Λ Y ) ⊗k (X ′ ⊗Γ Y ′) � (X ⊗k X ′) ⊗Λ⊗kΓ (Y ⊗k Y ′).

Now it follows from this fact that

(C ⊗k M) ⊗C⊗kB (C ⊗k N) � (C ⊗C C) ⊗k (M ⊗B N)

� C ⊗k (A ⊕ P )
� C ⊗k A ⊕ C ⊗k P.

Since P is projective as an A-A-bimodule by definition and since C is projective
as a C-C-bimodule by separability, we know that C⊗kP is projective as a (C⊗kA)-
(C ⊗k A)-bimodule. Similarly, we have a desired assertion for (C ⊗k N) ⊗C⊗kA

(C ⊗k M). Hence, by definition, the modules C ⊗k M and C ⊗k N define a stable
equivalence of Morita type between the two tensor products C⊗kA and C⊗kB. �

It is an open problem in [12] whether stable equivalences of Morita type are
preserved by tensor products, that is, given two stable equivalences of Morita type
between algebras A and B, and between C and D respectively, is there a stable
equivalence of Morita type between A ⊗k C and B ⊗k D? (Here we assume that
all algebras are indecomposable.) This question is open even for block algebras of
finite groups.
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4. Stable equivalences of Morita type

between triangular matrix algebras

In the previous section, we have seen how to get a new stable equivalence of
Morita type between quotient algebras. This is a way, roughly speaking, of going
from a pair of bigger algebras to a pair of smaller algebras. In this section we shall
converse the way and construct a pair of bigger algebras from that of smaller ones.
Our tool in this section is the so-called triangular matrix algebras; this is a special
case of the trivial extensions.

Given an algebra A and an A-bimodule I, the trivial extension Λ of A by I is
defined as follows: let Λ := A ⊕ I. The multiplication on Λ is given by

(a, x)(b, y) = (ab, ay + xb)

for all a, b ∈ A and x, y ∈ I. Then Λ is an associative algebra with the identity.
Note that A is a subalgebra of Λ and I is an ideal in Λ with I2 = 0.

Clearly, a left module over Λ is given by an A-module AX together with a mor-
phism α : I ⊗A X −→ AX of A-modules, such that (1I ⊗ α) ◦ α = 0. Similarly, a
right Λ-module is given by a right A-module Y together with an A-module homo-
morphism β : Y ⊗A I −→ YA, such that (β ⊗ 1I) ◦β = 0. If (X, α) and (X ′, α′) are
two Λ-modules, a morphism from (X, α) to (X ′, α′) is an A-morphism f : X −→ X ′

such that α ◦ f = (1I ⊗ f) ◦ α′.
Now we formulate our result in an abstract way.

Theorem 4.1. Let A and B be two finite-dimensional k-algebras with k a field.
Suppose that two bimodules AMB and BNA define a stable equivalence of Morita
type between A and B. Suppose that an A-bimodule I and a B-bimodule J satisfy
the following conditions:

(1) M ⊗B N ⊗A I � I and N ⊗A M ⊗B J � J as bimodules;
(2) there is a B-A-bimodule isomorphism ψ : J ⊗B N

∼−→ N ⊗A I and an A-B-
bimodule isomorphism ϕ : I ⊗A M

∼−→ M ⊗B J such that the following diagrams
are commutative:

I ⊗A M ⊗B N I ⊗A A�
1I ⊗ ρ1

�

ϕ ⊗ 1N

M ⊗B J ⊗B N I ,A ⊗A I� �(1M ⊗ ψ)(ρ1 ⊗ 1I) µ′ �

µ

J ⊗B N ⊗A M J ⊗B B�
1J ⊗ σ1

�

ψ ⊗ 1M

N ⊗A I ⊗A M J ,B ⊗B J� �(1N ⊗ ϕ)(σ1 ⊗ 1J ) τ ′ �

τ

where µ, µ′, τ , τ ′ are the multiplications, and where (ρ1, ρ2) : M ⊗B N −→ A ⊕ P
and (σ1, σ2) : N ⊗A M −→ B ⊕ Q define the stable equivalence of Morita type
between A and B.
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Then there is a stable equivalence of Morita type between the trivial extension of
A by I and that of B by J .

Proof. Let Λ be the trivial extension of A by I, and let Γ be the trivial extension
of B by J . Note that our assumptions on I and J imply that P ⊗A I = I ⊗A P =
Q ⊗B J = J ⊗B Q = 0. We define M = M ⊗B Γ and N = N ⊗A Λ. By definition,
N = N ⊗A Λ � N ⊕N ⊗A I. Since N ⊗A I � J ⊗B N as B-A-bimodules, the space
N ⊕N ⊗A I has also a left Γ-module structure. Thus N is a Γ-Λ-bimodule. Since N
is projective as each one-sided module, we see that N � Γ(Γ⊗BN)Λ � Γ(N⊗AΛ)Λ
is projective as a left Γ-module and as a right Λ-module. A similar assertion holds
for M . Moreover, we have the following Λ-bimodule isomorphisms:

M ⊗Γ N � (M ⊗B Γ) ⊗Γ (Γ ⊗B N)
� M ⊗B Γ ⊗B N
� M ⊗B (B ⊕ J) ⊗B N
� M ⊗B N ⊕ M ⊗B J ⊗B N.

To see that M⊗BN⊕M⊗B J⊗BN is isomorphic to A⊕I⊕P as Λ-bimodules, we
need condition (2) above. Of course, as A-bimodules, they are isomorphic, but we
have to show that they have the same Λ-bimodule structures. For this we shall use
the description of morphisms of Λ-modules at the beginning of this section. Now we
define f :=

(
ρ1 0 ρ2

0 (ϕ−1 ⊗ 1N )(1I ⊗ ρ1)µ 0

)
: M⊗B N⊕M⊗B J⊗B N −→ A⊕I⊕P

and show that this is a Λ-bimodule isomorphism. Clearly, this is an A-bimodule
isomorphism. Moreover, the commutative diagram

I ⊗A M ⊗B N ⊕ I ⊗A M ⊗B J ⊗B N M ⊗B N ⊕ M ⊗B J ⊗B N�

(
0 ϕ ⊗ 1N

0 0

)

�

1I ⊗ f

I ⊗A A ⊕ I ⊗A I ⊕ I ⊗A P A ⊕ I ⊕ P�

⎛
⎝ 0 µ 0

0 0 0
0 0 0

⎞
⎠

�

f

shows that f is a left Λ-homomorphism, and the commutative diagram

M ⊗B N ⊗A I ⊕ M ⊗B J ⊗B N ⊗A I M ⊗B N ⊕ M ⊗B J ⊗B N�

(
0 1M ⊗ ψ−1

0 0

)

�
f ⊗ 1I

A ⊗A I ⊕ I ⊗A I ⊕ P ⊗A I A ⊕ I ⊕ P�⎛
⎝ 0 µ′ 0

0 0 0
0 0 0

⎞
⎠

�
f

shows that f is a right Λ-module homomorphism. Thus we have shown that M ⊗Γ

N � A ⊕ I ⊕ P � Λ ⊕ Λ ⊗A P ⊗A Λ as Λ-Λ-bimodules. Similarly, we have
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N ⊗Γ M � Γ ⊕ Γ ⊗B Q ⊗B Γ as Γ-Γ-bimodules. Note that Λ ⊗A P ⊗A Λ and
Γ⊗B Q⊗B Γ are projective as bimodules. Thus the above isomorphisms show that
M and N define a stable equivalence of Morita type between Λ and Γ. �

As a special case, we consider the triangular matrix algebras. In this case, we
have the following result.

Theorem 4.2. Let A, B and C be three finite-dimensional k-algebras over a field
k. Suppose that two bimodules AMB and BNA define a stable equivalence of Morita
type between A and B. If R is an A-C-module such that M ⊗B N ⊗A R � R as
A-C-bimodules and that the automorphism group of the module B⊗kCop(N ⊗A R) is
k∗, then there is a stable equivalence of Morita type between the triangular matrix
algebras

(
A R
0 C

)
and

(
B N ⊗A R
0 C

)
.

Proof. We can prove this theorem by checking all conditions in Theorem 4.1. How-
ever, for the convenience of the reader, we give here a direct proof by using the
description of modules over triangular matrix algebras.

Let Λ =
(

A R
0 C

)
and Γ =

(
B N ⊗A R
0 C

)
. To prove Theorem 4.2, we have

to find two bimodules ΛMΓ and ΓNΛ, which satisfy the conditions in Definition
2.1. For this purpose, we first introduce two exact functors and then use them to
achieve our verification.

(1) Each Λ-module X can be described as a triple X = (X0, Xω, f), where X0 is
in A-mod, Xω is in C-mod, and f is an A-homomorphism from R ⊗C Xω −→ X0.
Each homomorphism from X to Y = (Y0, Yω, g) is a pair (α0, αω) in HomA(X0, Y0)×
HomC(Xω, Yω) such that fα0 = (1R⊗αω)g. From this description we see that every
A-module X0 can be considered as a Λ-module by identifying X0 with (X0, 0, 0).
Moreover, every projective A-module is also a projective Λ-module. The other
indecomposable projective Λ-module, which is not projective A-module, is of the
form (R ⊗ E, E, 1R⊗CE), where E is an indecomposable projective C-module. Fi-

nally, let us mention that a sequence 0 −→ (X0, Xω, f)
(α0,αω)−→ (Y0, Yω, g)

(β0,βω)−→
(Z0, Zω, h) −→ 0 of Λ-modules is exact if and only if both of the sequences 0 −→
X0

α0−→ Y0
β0−→ Z0 −→ 0 in A-mod and 0 −→ Xω

αω−→ Yω
βω−→ Zω −→ 0 in C-mod

are exact.
(2) We define two functors F : Λ-mod −→ Γ-mod and G : Γ-mod −→ Λ-mod as

follows:
By assumption, we have an A-A-bimodule isomorphism ρ = (ρ1, ρ2) : M ⊗B

N � A ⊕ P and a B-B-bimodule isomorphism σ = (σ1, σ2) : N ⊗A M � B ⊕ Q,
where P and Q are projective bimodules. From the A-C-bimodule isomorphism
M ⊗B N ⊗A R � R we have two B-C-bimodule isomorphisms 1N ⊗ ((ρ1 ⊗ 1R)µ′) :
N⊗AM⊗B N⊗AR � N⊗AR and (σ1⊗1N⊗AR)τ ′ : N⊗AM⊗B N⊗AR � N⊗AR,
where µ′ : A⊗AR −→ R and τ ′ : B⊗B (N⊗AR) −→ N⊗A R are the multiplication
maps. Since the automorphism group of B⊗kCop(N ⊗A R) is k∗, there exists a non-
zero element k0 in k such that 1N ⊗ ((ρ1 ⊗ 1R)µ′) = k0((σ1 ⊗ 1N⊗AR)τ ′). Without
loss of generality, we may assume that k0 = 1 (otherwise, we may replace σ by
k0σ).

Given a Λ-module X = (X0, Xω, f), we put F (X) := (N⊗AX0, Xω, 1N ⊗f). For
a morphism (α0, αω) : X −→ Y , we define F (α0, αω) = (1N ⊗ α0, αω). It is easy to
see that F (α0, αω) is well-defined. Furthermore, F is a well-defined exact functor.
By Watts’ Theorem (see [14, theorem 3.33, p. 77]), F � ΓF (Λ) ⊗Λ −, where
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the right Λ-module structure on F (Λ) is induced by the right multiplication on Λ.
Since F is exact, F (Λ) is projective as a right Λ-module. It is easy to check that F
takes projective modules to projective modules, and therefore F (Λ) � F (Λ) ⊗Λ Λ
is projective as a left Γ-module.

Now let us define the functor G : Γ-mod −→ Λ-mod. For (U, V, g) in Γ-mod with
g : BN ⊗A R ⊗C V −→ BU , we define

G(U, V, g) :=
(
M ⊗B U, V, (((ρ1 ⊗ 1R)µ′)−1 ⊗ 1V )(1M ⊗ g)

)
,

and for (δ, γ) : (U, V, g) −→ (U ′, V ′, g′), we define

G(δ, γ) := (1M ⊗ δ, γ) : (M ⊗B U, V, (((ρ1 ⊗ 1R)µ′)−1 ⊗ 1V )(1M ⊗ g))

−→ (M ⊗B U ′, V ′, (((ρ1 ⊗ 1R)µ′)−1 ⊗ 1V ′)(1M ⊗ g′)).

Then G is well defined since M ⊗B N ⊗A R � R, and exact since M ⊗B − is exact.
By Watts’ Theorem, G � ΛG(Γ)⊗Γ−, where the right Γ-module structure on G(Γ)
is induced by the right multiplication on Γ. Since G is exact, G(Γ) is projective as
a right Γ-module. It is easy to check that G takes projective modules to projective
modules, and therefore G(Γ) � G(Γ) ⊗Γ Γ is projective as a left Λ-module.

(3) We have that G◦F : Λ-mod −→ Λ-mod is an exact functor. Again, by Watts’
Theorem, G(F (Λ)) = M ⊗B N ⊗A A⊕R⊕C � M ⊗B N ⊕R⊕C is a Λ-Λ-bimodule,
where the left Λ-module structure is given by

(
a r
0 c

)
(x, y, z) = (ax, ay + rz, cz),

and the right Λ-module structure is given by (x, y, z)
(

a r
0 c

)
= (xa, ρ1(x)r+yc, zc)

for all a ∈ A, r, y ∈ R, c, z ∈ C and x ∈ M ⊗B N . We want to show that this
bimodule can be decomposed as a direct sum of the regular bimodule Λ and a
projective Λ-bimodule.

We have the A-A-bimodule isomorphism ρ = (ρ1, ρ2) : M ⊗B N � A ⊕ P . Note
that the A-A-bimodule P has a natural Λ-Λ-bimodule structure, which is induced
from the A-A-bimodule structure. Since P is a projective A-A-bimodule, P is a
direct sum of the modules of the form Aei ⊗k ejA, where ei and ej are primitive
idempotents in A. Assume now that Aei ⊗k ejA is a direct summand of P . Since
P ⊗A R = 0, we have ejR � ejA ⊗A R = 0. It follows that ejA � ejA ⊕ ejR is a
right projective Λ-module. Since Aei is a left projective Λ-module, we know that
Aei ⊗k ejA is a projective Λ-Λ-bimodule. Thus P is a projective Λ-Λ-bimodule.

We claim that there is a Λ-Λ-bimodule isomorphism M ⊗B N ⊕ R ⊕ C �
(A ⊕ R ⊕ C) ⊕ P = Λ ⊕ P . In fact, we can explicitly give this map by ρ̄(x, y, z) =(
(ρ1(x), y, z), ρ2(x)

)
. It is a straightforward exercise to show that ρ̄ is a Λ-Λ-

bimodule isomorphism. On the other hand, we have G(F (Λ)) � G(Γ) ⊗Γ F (Λ) as
Λ-Λ-bimodules. Thus we have proved that G(Γ)⊗ΓF (Λ) � Λ⊕P as Λ-Λ-bimodules,
where P is a projective Λ-Λ-bimodule.

(4) We have that F ◦G : Γ-mod −→ Γ-mod is an exact functor. Again, by Watts’
Theorem, F (G(Γ)) = N ⊗A M ⊗B B ⊕N ⊗A R⊕C � N ⊗A M ⊕N ⊗A R⊕C is a
Γ-Γ-bimodule , where the left Γ-module structure is given by

(
b r′

0 c

)
(x, y, z) =

(bx, by + r′z, cz), and the right Γ-module structure is given by (x, y, z)
(

b r′

0 c

)
=

(xb, (1N ⊗ ((ρ1 ⊗ 1R)µ′))(x ⊗ r′) + yc, zc) = (xb, σ1(x)r′ + yc, zc) for all b ∈ B,
c, z ∈ C, r′, y ∈ N ⊗A R and x ∈ N ⊗A M . We want to show that this bimodule
can be decomposed as a direct sum of the regular bimodule Γ and a projective
bimodule.
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We have a B-B-bimodule isomorphism σ = (σ1, σ2) : N ⊗A M � B ⊕ Q. Note
that the B-B-bimodule Q has a natural Γ-Γ-bimodule structure, which is induced
from the B-B-bimodule structure. Since Q is a projective B-B-bimodule, Q is a
direct sum of the modules of the form Bfi ⊗k fjB, where fi and fj are primitive
idempotents in B. Assume now that Bfi ⊗k fjB is a direct summand of Q. Since
Q ⊗B N ⊗A R = 0, we have fj(N ⊗A R) � fjB ⊗B (N ⊗A R) = 0. It follows that
fjB � fjB ⊕ fj(N ⊗A R) is a right projective Γ-module. Since Bfi is a projective
Γ-module, we know that Bfi ⊗k fjB is a projective Γ-Γ-bimodule. Thus Q is a
projective Γ-Γ-bimodule.

We claim that there is a Γ-Γ-bimodule isomorphism N ⊗A M ⊕ N ⊗A R ⊕ C �
(B ⊕ N ⊗A R ⊕ C) ⊕ Q = Γ ⊕ Q. In fact, we can explicitly give this map by
σ̄(x, y, z) =

(
(σ1(x), y, z), σ2(x)

)
. It is a straightforward exercise to show that σ̄

is a Γ-Γ-bimodule isomorphism. Here we need the equality 1N ⊗ ((ρ1 ⊗ 1R)µ′) =
(σ1⊗1N⊗AR)τ ′, but this is our assumption. On the other hand, we have F (G(Γ)) �
F (Λ)⊗Λ G(Γ) as Γ-Γ-bimodules. Thus we have proved that F (Λ)⊗Λ G(Γ) � Γ⊕Q
as Γ-Γ-bimodules, where Q is a projective Γ-Γ-bimodule.

(5) If we define M := G(Γ) and N := F (Λ), then M and N satisfy all required
conditions in the definition of stable equivalences of Morita type. �

The following is a corollary about the representation dimensions and the repre-
sentation type of triangular matrix algebras.

Corollary 4.3. Let A, B and C be three finite-dimensional k-algebras over a field
k. Suppose that two bimodules AMB and BNA define a stable equivalence of Morita
type between A and B. Suppose that R is an A-C-bimodule with M ⊗B N ⊗A R � R
as A-C-bimodules and that the automorphism group of the B-C-bimodule N ⊗A R

is isomorphic to k∗. Define Λ =
(

A R
0 C

)
and Γ =

(
B N ⊗A R
0 C

)
. Then:

(1) rep.dim(Λ) = rep.dim(Γ).
(2) If k is algebraically closed, then Λ and Γ have the same representation type.

Proof. (1) follows from [15]. (2) follows from [6]. �

Remarks. (1) In the block theory of finite groups, the condition M ⊗B N ⊗A R � R
can be satisfied for some modules R. For instance, a canonical candidate for R is
that R is a simple A-module such that N⊗AR is simple. In this case, M⊗B N⊗AR
is indecomposable by Lemma 2.2(2), and thus it is isomorphic to R. In the next
section we shall discuss this condition in detail.

(2) The stable equivalence of Morita type between the triangular matrix algebras
in Theorem 4.2 extends the original one between A and B.

(3) If C = k, the matrix algebra
(

A R
0 C

)
is usually called the one-point exten-

sion of A by the A-module R. This special case of triangular matrix algebras will
be used in the last section.

5. Morita equivalences inside stable equivalences of Morita type

In this section, we shall show that, given a stable equivalence of Morita type
between two algebras A and B, there is a subcategory in A-mod and a subcategory
in B-mod such that they are Morita equivalent. In many cases, this supplies us
a lot of choices for modules R to satisfy the conditions in Theorem 4.2. We shall
display several examples in the next section.
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Throughout this section, we assume that A, B, M, N, P, Q are fixed as in Def-
inition 2.1, and denote the functor N ⊗A − by F and the functor M ⊗B − by
G.

Lemma 5.1. If R ∈ A-mod satisfies GF (R) � R, then so does any submodule
and any quotient module of R. Conversely, if R has a submodule X such that
GF (X) � X and GF (R/X) � R/X, then GF (R) � R.

Proof. Since GF (X) � X ⊕P ⊗A X for all X ∈ A-mod, the condition GF (X) � X
is equivalent to P ⊗A X = 0. Let X be a submodule of R. Then we have a natural
exact sequence 0 −→ X ↪→ R −→ Y −→ 0. The module P is a projective right A-
module; this yields the exact sequence 0 −→ P⊗AX −→ P⊗AR −→ P⊗AY −→ 0.
Note that P ⊗A R = 0 if and only if P ⊗A X = 0 = P ⊗A Y . This implies that
R � GF (R) if and only if GF (X) � X and GF (Y ) � Y, which finishes the proof
of Lemma 5.1. �

Let C be the full subcategory of A-mod consisting of all A-modules R satisfying
GF (R) � R. Let C0 be the full subcategory of A-mod consisting of all modules
M such that each composition factor S of M satisfies GF (S) � S. Then it follows
from Lemma 5.1 that C = C0.

Let D be the full subcategory of B-mod consisting of all modules Y such that
FG(Y ) � Y. Similarly, we can see that D is the full subcategory of all modules
Y such that all composition factors of Y are preserved under FG. Note that
C and D are closed under submodules, factor modules and extensions (that is, if
0 −→ X −→ Z −→ Y −→ 0 is an exact sequence in A-mod (respectively, in B-mod)
such that X and Y are in C (respectively, in D), then Z lies in C (respectively, in
D)). We also remark that if a simple A-module S lies in C, then F (S) must belong
to D.

Proposition 5.2. F induces an equivalence between C and D. In particular, for
an A-module R ∈ C, End(BF (R)) � k if and only if End(AR) � k.

Proof. If X ∈ C, then F (X) is in D since FG(F (X)) � F (GF (X)) � F (X). So
F is well defined. To see that F is an equivalence, we note that P ⊗A X = 0 for
all X in C and that Q ⊗B Y = 0 for all Y in D. This implies that if F ′ and G′

are the restrictions of F and G to the subcategories C and D, respectively, then
F ′ ◦ G′ � 1D and G′ ◦ F ′ � 1C . �

The above proposition may be regarded as a general formulation of Linckel-
mann’s Theorem, which we now state as the following corollary.

Corollary 5.3 (see [7]). Let A and B be indecomposable non-simple self-injective
algebras such that A/rad(A) and B/rad(B) are separable. If F sends all simple
A-modules to simple B-modules, then F is a Morita equivalence.

Proof. We may assume that M and N are indecomposable as bimodules. Thus,
by Lemma 2.2(2), G(F (S)) is indecomposable for each simple A-module S. This
implies that GF (S) � S for all simple A-modules S. Hence C = A-mod. We claim
that D = B-mod: if T is a simple B-module, then G(T ) is in C and FG(T ) belongs
to D by Proposition 5.2. Since D is closed under direct summands, the module T
is in D. By Proposition 5.2, the corollary follows. �
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Since each simple module is isomorphic to Aei/rad(Aei) for some primitive idem-
potent ei ∈ A, we may define an ideal I in the following way: Let I be the ideal
of A generated by those primitive idempotents ei such that GF (Aei/rad(Aei)) ��
Aei/rad(Aei). Then A/I-mod can be regarded as a full subcategory of A-mod con-
sisting of all those A-modules X such that IX = 0. Thus A/I-mod = C. Similarly,
there is an ideal J in B such that B/J-mod = D. The proposition also implies that
simple A/I-modules are mapped to simple B/J-modules under the functor F .

It is an open question whether A and B have the same number of simple modules
(see [2], p. 409). Related to this question, we have the following corollary.

Corollary 5.4. Suppose A and B are two algebras, and there is a stable equivalence
of Morita type between A and B defined by F and G. If the number of isomorphism
classes of simple A-modules not preserved by GF and that of simple B-modules not
preserved by FG coincide, then A and B have the same number of isomorphism
classes of simple modules. �

Associated with C are another two natural subcategories C′ and C′′; they are
related to torsion theory in A-mod. Recall that a pair (T , F ) of module classes
in A-mod is said to be a torsion pair provided F is the class of all modules X in
A-mod with HomA(T , X) = 0, and T is the class of all modules Y in A-mod with
HomA(Y,F) = 0. In this case, the modules in T are called torsion modules, and
those in F are called torsion-free modules.

Now we define C′ to be the full subcategory of A-mod consisting of all A-modules
Y with IY = Y , and D′ to be the full subcategory of B-mod consisting of all B-
modules V with JV = V . Note that if I = AeA and J = BfB for an idempotent
e ∈ A and an idempotent f ∈ B, then C′ and D′ are generated by Ae and Bf ,
respectively. Furthermore, we define C′′ to be the full subcategory of A-mod con-
sisting of all A-modules Y with HomA(C, Y ) = 0, and D′′ to be the full subcategory
of B-mod consisting of all B-modules V with HomB(D, V ) = 0. Note that for each
A-module X, there is a unique maximal submodule t(X) of X such that t(X) ∈ C
and t(X/t(X)) = 0.

Proposition 5.5. (1) The pairs (C′, C) and (C, C ′′) are torsion pairs in A-mod,
and the pairs (D′, D) and (D, D′′) are torsion pairs in B-mod.

(2) Let S1, ..., Sn be a complete list of non-isomorphic simple A-modules which are
not preserved by GF . Then a module X lies in C′∩C′′ if and only if top(X)⊕soc(X)
lies in add(

⊕n
j=1 Sj).

(3) If A and B are self-injective, then FC′ ⊆ D′ and GD′′ ⊆ C′′.
(4) eAe-mod is equivalent to C′ ∩ C′′, and fBf-mod is equivalent to D′ ∩ D′′.

Proof. (1) is clear. (2) follows from the definition of C′ and the fact that X ∈ C′′

if and only if t(X) = 0. (3) follows from the fact that for self-injective algebras
the functor G is a right adjoint to F , namely, HomB(FC′,D) � HomA(C′, GD) =
HomA(C′, C) = 0. Similarly, we have G(D′′) ⊆ C′′. (4) follows from a general result
by Auslander. �

If A and B are symmetric algebras (for example, the block algebras of finite
groups), then we may say more on the torsion pairs above. The following result
collects some of their properties.
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Proposition 5.6. Let A and B be symmetric algebras. Then:
(1) add(FC′) ⊆ D′, add(FC′′) ⊆ D′′, and add(GD′) ⊆ C′, add(GD′′) ⊆ C′′.
(2) eAe and fBf are stably equivalent of Morita type.

Proof. (1) We know that (F, G) is an adjoint pair for A and B self-injective. If A
and B are symmetric algebras, then (G, F ) is also an adjoint pair. In fact, we know
that G is isomorphic to HomB(N,−). This yields that M � HomB(N, B) � D(N)
as bimodules since B is symmetric, where D = Homk(−, k). Thus

(N ⊗A −, D(N) ⊗B −) � (F, G)

is an adjoint pair. This implies further that (D(N) ⊗B −, N ⊗A −) is an adjoint
pair, that is, (G, F ) is an adjoint pair.

Now statement (1) follows from the adjoint pairs (F, G) and (G, F ).
(2) We define a functor H : eAe-mod −→ fBf -mod by

H(X) := HomB(Bf, F (Ae ⊗eAe X))

for each X in eAe-mod. Clearly, H is well defined. Moreover, we claim that
H is an exact functor. In fact, since (G, F ) is an adjoint pair, we have the k-
space isomorphisms HomB(Bf, F (Ae ⊗eAe X)) � HomA(G(Bf), Ae ⊗eAe X) �
HomA(G(Bf), Ae) ⊗eAe X for any eAe-module X. Note that these isomorphisms
are also functorial in X. Now let 0 −→ X −→ Y −→ Z −→ 0 be an exact sequence
in eAe-mod. Applying the functor H and the above isomorphisms, we get the
following commutative diagram:

0 −→ H(X) −−−−−→ H(Y ) −−−−−→ H(Z) −→ 0

⏐⏐��
⏐⏐��

⏐⏐��

0 −→ (G(Bf), Ae) ⊗eAe X −−−−−→ (G(Bf), Ae) ⊗eAe Y −−−−−→ (G(Bf), Ae) ⊗eAe Z −→ 0

where (G(Bf), Ae) denotes HomA(G(Bf), Ae). Since G(Bf) ∈ add(Ae) by Propo-
sition 5.6(1), HomA(G(Bf), Ae) is a right projective eAe-module, and therefore the
lower row is an exact sequence. It follows that the upper row is an exact sequence.
Hence H is an exact functor.

Next, we show that the functor H induces a stable equivalence: eAe-mod −→
fBf -mod. Let Pre(Ae) be the full subcategory of A-mod whose objects are those X
in A-mod which have projective presentations P1 −→ P0 −→ X −→ 0 with the Pi

in add(Ae) for i = 0, 1. Similarly, we have the full subcategory Pre(Bf) of B-mod.
It is well known that the functor Ae⊗eAe− : eAe-mod −→ A-mod induces an equiv-
alence from eAe-mod to Pre(Ae) which is an inverse of Hom(Ae,−): Pre(Ae) −→
eAe-mod. We have P(X, Y ) = HomA(X, add(Ae), Y ) for any two modules X and
Y in Pre(Ae). Since the equivalent functor Hom(Ae,−): Pre(Ae) −→ eAe-mod in-
duces an isomorphism HomA(X, add(Ae), Y ) −→ P(HomA(Ae, X), HomA(Ae, Y )),
we know that Hom(Ae,−) induces an equivalence between Pre(Ae) and eAe-mod
where Pre (Ae) denotes the full subcategory of A-mod. Thus we can identify
the categories Pre (Ae) and eAe-mod by this equivalence. Similarly, the cate-
gories Pre (Bf) and fBf -mod are equivalent. Since F (Ae) ∈ add(Bf), we have
F (Pre(Ae)) ⊆ Pre(Bf), and therefore F induces an equivalence between Pre (Ae)
and Pre (Bf). It follows that H := HomA(Bf, F (Ae ⊗eAe −)) induces a stable
equivalence between eAe-mod and fBf -mod.
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Since the exact functor H induces a stable equivalence between two self-injective
algebras eAe and fBf , we know that there is a stable equivalence of Morita type
between eAe and fBf by [11, theorem 3.2, p. 167]. �

Summarizing the above discussions together, we get the main result of this sec-
tion:

Theorem 5.7. Let e ∈ A and f ∈ B be defined as before. Then:
(1) A/AeA and B/BfB are Morita equivalent;
(2) eAe and fBf are stably equivalent of Morita type if the algebras A and B

are symmetric.

Note that a further generalization of Theorem 5.7 will appear in [9].

6. Some examples

In this section, we first use Corollary 1.2 to construct a concrete example of a
stable equivalence of Morita type between two algebras of global dimension 4, and
then we display two examples from the Bock theory of groups. Finally, with the
help of Theorem 4.2, we shall give an example of stable equivalence of Morita type
between two one-point extension algebras.

Now let us recall some basic notions of Auslander-Reiten theory (see [2]).
Let A be an algebra. Then there is an Auslander-Reiten quiver of A, which we

denote by ΓA. The vertices of ΓA are the isomorphism classes [X] of indecomposable
A-modules X. There is an arrow [X] −→ [Y ] if and only if there is an irreducible
morphism X −→ Y . The arrow has valuation (a, b) if there is a minimal right
almost split morphism Xa ⊕ Z −→ Y where X is not a summand of Z, and a
minimal left almost split morphism X −→ Y b ⊕ T where Y is not a summand of
T . When A is of finite representation type, we omit the valuation since it is (1, 1)
for each arrow in ΓA. We shall not distinguish between indecomposable A-modules
and the corresponding vertices of ΓA.

It is known that ΓA is a translation quiver with Auslander-Reiten translation
τA whose inverse will be denoted by τ−1

A . We denote by Γs
A the stable part of

ΓA. It is obtained from ΓA by removing the τ−1
A -orbits of the projective vertices,

the τA-orbits of the injective vertices and all arrows connected to vertices in the
removed part.

Lemma 6.1 (see [2, corollary 1.9, p. 342]). Let F : A-mod → B-mod be a stable
equivalence between A and B. If A and B are self-injective algebras with no block
of Loewy length 2, then F gives an isomorphism of translation quivers : (Γs

A, τA) →
(Γs

B, τB). In particular, if we again denote by F the induced correspondence on the
indecomposable non-projective modules in A-mod and B-mod, then F commutes
with the Auslander-Reiten translation τ . �

Recall that, given an algebra A, we may define a trivial extension T (A) of A as
follows: as a vector space, T (A) := A ⊕ D(A), where D = Homk(−, k); and the
multiplication on T (A) is given by

(a, f)(b, g) = (ab, ag + fb)

for a, b ∈ A and f, g ∈ D(A). It is known that T (A) is always a symmetric algebra
for any algebra A. The following result links tilting theory with trivial extension
algebras.
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Lemma 6.2 (see [11]). Let A and B be two algebras. If A is tilted from B, then
the trivial extensions T (A) and T (B) are stably equivalent of Morita type. �

Example 1. We now give our promised example. Note that all algebras appearing
in this example are of finite representation type.

Suppose k is a field. Let A be the path algebra over k given by the quiver
1 α→ 2 β→ 3. It has a tilting module T = P1 ⊕ P3 ⊕ S1, where Pi denotes the
projective A-modules associated with vertex i, and Si denotes the corresponding
simple A-modules. The tilted algebra B = End(AT ) is given by the same quiver

1 α→ 2
β→ 3 with relation αβ = 0. By Lemma 6.2, the trivial extensions T (A) and

T (B) are stably equivalent of Morita type.
T (A) is given by the quiver

1 2

3

∇ : �

�
��

α

γ �
�� β

with relations αβγα = 0, βγαβ = 0, γαβγ = 0.
This algebra is a symmetric Nakayama algebra, and it has the following regular

representation:

1
2
3
1

⊕

2
3
1
2

⊕

3
1
2
3

We display the Auslander-Reiten quiver of T (A) as follows:

�
��

1

3
1
�

��

2
3
1
�

��

1
2
3
1

�
��

�
��

�
��

�
��

3

2
3
�

��

1
2
3
�

��

3
1
2
3

�
��

�
��

�
��

�
��

2

1
2
�

��

3
1
2
�

��

2
3
1
2

�
��

�
��

�
��

�
��

1

3
1
�

��

2
3
1
�

��

1
2
3
1

· · · · · · · · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · · · · · · · ·

where the dotted lines indicate the Auslander-Reiten translation, and the same
vertices are identified.

T (B) is given by the quiver

1′ 2′ 3′∆ : �	 �	
ρ

ρ′

δ

δ′

with relations

ρδ = δ′ρ′ = ρ′ρ − δδ′ = 0.

This algebra is symmetric and has the following regular representation:

1′
2′
1′

⊕
2′

1′ 3′
2′

⊕
3′
2′
3′
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We display the Auslander-Reiten quiver of T (B) as follows:

���1′

2′
1′ 3′

���
2′
1′

���

1′
2′
1′

���

��� 3′
2′
3′

���

���

���
2′

���
3′

2′
���

1′
2′

���

���

���

2′
3′

1′
2′
3′

3′
���

���

���

���1′

2′
1′ 3′

���
2′
1′

���
1′
2′
1′






�

2′
2′

1′ 3′

�
�
�

· · · · · · · · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · · · · · · · ·

where the dotted lines indicate the Auslander-Reiten translation, and the same
vertices are identified.

We denote by W the indecomposable projective T (A)-module corresponding to
the vertex 1 in the quiver ∇. By Lemma 2.4, soc(W ) is an ideal of T (A), and
the quotient algebra T (A)′ := T (A)/soc(W ) is given by the same quiver ∇ with
relations αβγ = 0, βγαβ = 0. T (A)′ has global dimension 4 and the following
regular representation:

1
2
3

⊕

2
3
1
2

⊕

3
1
2
3

We denote by W ′ the indecomposable projective T (B)-module corresponding to
the vertex 1′ in the quiver of ∆. By Lemma 2.4, soc(W ′) is an ideal of T (B) and
the quotient algebra T (B)′ := T (B)/soc(W ′) is given by the same quiver ∆ with
relations ρδ = δ′ρ′ = ρ′ρ − δδ′ = ρρ′ = 0. T (B)′ has global dimension 4 and the
following regular representation:

2′
1′ ⊕

2′
1′ 3′

2′
⊕

3′
2′
3′

Suppose that T (A)MT (B) and T (B)NT (A) define a stable equivalence of Morita
type between T (A) and T (B). By Lemma 2.2, we can assume that N is indecom-
posable. Therefore N ⊗T (A) 1 is an indecomposable non-projective T (B)-module.

By Lemma 2.3(2), it can not be isomorphic to
1′
2′
3′

since the latter is not unis-
erial. As N ⊗T (A) − commutes with the Auslander-Reiten translation τ and all
simple T (A)-modules lie in the same τ -orbit, we know that N ⊗T (A) 1 is isomor-

phic to neither 2′ nor 1′
2′
3′ . Without loss of generality, we can assume that

N ⊗T (A) 1 � 1′ or N ⊗T (A) 1 � 1′
2′

. In the first case, it follows from Corollary
1.2 that there is a stable equivalence of Morita type between T (A)′ and T (B)′. In
the second case, we have that N ⊗ 2 � 3′ since N ⊗T (A) − commutes with τ . It
also follows that there is a stable equivalence of Morita type between two algebras
T (A)′′ and T (B)′′, where T (A)′′ is the quotient algebra of T (A) by the socle of the
indecomposable projective module corresponding to the vertex 2 in the quiver of
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T (A), and T (B)′′ is the quotient algebra of T (B) by the socle of the indecompos-
able projective module corresponding to the vertex 3 in the quiver of T (B). Note
that T (A)′ � T (A)′′ and T (B)′ � T (B)′′ as algebras.

Remarks. (1) N ⊗T (A) 1 � 1′ and N ⊗T (A) 1 � 1′
2′

correspond to two different
stable equivalences of Morita type between T (A) and T (B). It is easy to see that
they are obtained from each other by composing the syzygy functor ΩT (B).

(2) It is known that the class of quasi-hereditary algebras is not closed under
tilting. In the above example, it is easy to verify that T (B)′ is a quasi-hereditary
algebra, but T (A)′ is not. This example shows that the class of quasi-hereditary
algebras is not closed under stable equivalences of Morita type.

Example 2. Now let us give two more examples from the block theory of finite
groups. We follow the approach in [13].

Let k be an algebraically closed field of characteristic p.
(1) Suppose p = 2. The alternating group G := A5 � SL(2, 4) � PSL(2, 5) has

Sylow 2-subgroup P � C2×C2, with normalizer H := NG(P ) � A4 � P �C3. The
principle block A of kG has three simple modules: the trivial module k and two
2-dimensional simple modules, which we shall denote by a and b; while the algebra
B := kH has three 1-dimensional simple modules, which we shall denote by k, 1,
and 2. It is well known that there is an stable equivalence F := N ⊗A − of Morita
type which coincides with Green correspondence on objects. Moreover, F sends
the trivial module k of kG to the trivial kH-module k. Now if P1 is the projective
cover of the trivial kG-module and P ′

1 is the projective cover of kH-module of k,
then, by Corollary 1.2, there is a stable equivalence of Morita type between the
quotient algebras A/soc(P1) and B/soc(P ′

1).
(2) Suppose p = 3. The alternating group G := A7 has Sylow 3-subgroup

P � C3×C3, with normalizer H := NG(P ) � P �C4. The principle block A of kG
has four simple modules: the trivial module, two 10-dimensional modules, and a 13-
dimensional module. The algebra B := kH has four 1-dimensional simple modules,
which we shall denote by k, 1, 2 and 3. There is a stable equivalence F := N⊗A− of
Morita type which sends the trivial module to the trivial module, the 10-dimensional
kG-modules to simple kH-modules 1 and 3, and the 13-dimensional module to a
non-simple kH-module Y2. Now if P1 and P3 are the projective covers of the trivial
kG-module and one of the 10-dimensional modules, respectively, and if P ′

1 and P ′
3

are the projective covers of kH-modules of k and 3, respectively, then there is a
stable equivalence of Morita type between A/soc(P1 ⊕ P3) and B/soc(P ′

1 ⊕ P ′
3) by

Corollary 3.2.

Note that all quotient algebras in the above examples are representation-infinite
and not self-injective. Let us also mention that the stable equivalences F of Morita
type between the algebras A and B in the above examples are not Morita equiva-
lences since the functors do not preserve all simple modules. On the other hand, if a
stable equivalence of Morita type between two finite-dimensional algebras preserves
all simple modules, then it must be a Morita equivalence. This was first proved in [7]
for self-injective algebras, and then extended in [8] to arbitrary finite-dimensional
algebras.
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Example 3. Suppose k is an algebraically closed field. Then it is well known that
the algebra A in Example 2(1) is Morita equivalent to the quotient algebra of the
path algebra given by the quiver

a k b
�	 �	

ρ

ρ′

δ

δ′

with relations
ρρ′ = δ′δ = 0; ρ′ρδδ′ = δδ′ρ′ρ,

while the algebra B in Example 2(1) is Morita equivalent to the quotient algebra
of the path algebra given by the quiver

1 2

k

	 �

�
����

���

α

δ

γ
η �

����
���

β
ξ

with relations

αδ = βγ, βξ = δα, γη = ξβ; αβ = βγ = γα = δη = ηξ = ξδ = 0.

As we know from Example 2(1), there is a stable equivalence of Morita type
between A and B, which is induced by F := N ⊗A − : A-mod −→ B-mod, such
that F sends the trivial module to the trivial module. Clearly, if we take R to
be the trivial A-module, then it satisfies all conditions in Theorem 4.2. Note that
F (R) = k in this case. Thus there is a stable equivalence of Morita type between
the two one-point extensions Λ =

(
A k
0 k

)
and Γ =

(
B k
0 k

)
, where Λ can be

described by the quiver

a k b

c

�	 �

�

	
ρ

ρ′

δ

δ′
κ

with relations

ρρ′ = δ′δ = 0, κρ′ = κδ = 0, ρ′ρδδ′ = δδ′ρ′ρ,

and the algebra Γ is given by the quiver

1 2

k

3

	 �

�
����

���

α

δ

γ
η �

����
���

β
ξ

�
κ

with relations

αδ = βγ, βξ = δα, γη = ξβ; αβ = βγ = γα = δη = ηξ = ξδ = 0; κγ = κξ = 0.
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Note that the algebras Λ and Γ are neither self-injective nor of finite global
dimension. However, they have the same representation dimension.

If we consider Example 2(2), then, by Proposition 5.2, we can obtain many
indecomposable A-modules R satisfying both M⊗B N⊗AR � R and End(AR) � k.
Note that if A and B are self-injective algebras (this is the case for block algebras
of finite groups), then these two conditions imply that End(BN ⊗A R) � k since
HomB(F (R), F (R)) � HomA(R, GF (R)) � HomA(R, R). In this example, the
category D consists of all B-modules with composition factors isomorphic either to
k, 1 or 3, and the algebra eAe is isomorphic to the algebra fBf (see Proposition
5.5 for the notation); they are isomorphic to k[x]/(x3). We can get R by employing
modules in D. For instance, one can get several (uniserial) B-modules with trivial
endomorphism algebra from the projective cover of the simple B-module 2, where
the Loewy structure of this projective module is

k 2 k

1 3

2

1 3

2

��

��

��

��

��

��

��

��

��

����

��

By Proposition 5.2, we obtain the corresponding modules R from the (uniserial)
B-modules via the functor G. Hence there are stable equivalences of Morita type
between some “complicated” one-point extensions of the algebras A and B.

Acknowledgement

We thank Jeremy Rickard for email discussions on the examples in his paper
[13]. This research work was supported by the project “Representation Theory and
Related Topics” of the “985 Program” of Beijing Normal University, and by the Doc-
toral Program Foundation of the Education Ministry of China (No. 20010027015).

References

[1] M. Auslander, Representation dimension of Artin algebras. Queen Mary College Mathe-

matics Notes, Queen Mary College, London, 1971.
[2] M. Auslander, I. Reiten and S.O. Smalø, Representation theory of Artin algebras. Cam-

bridge University Press, 1995. MR1314422 (96c:16015)
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